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Today is neither the beginning nor the end of the world, 
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If you are on the path, do not grieve over the distance or 
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You know that reaching it takes the step of time. 
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Abstract

In today’s world, following news is crucial for decision-making and staying infor-
med. With the growing volume of daily news, automated processing is essential
for timely insights and in aiding individuals and corporations in navigating
the complexities of the information society. Another use of automated pro-
cessing is contextual advertising, which addresses privacy concerns associated
with cookie-based advertising by placing ads solely based on web page content,
without tracking users or their online behavior. Therefore, accurately determi-
ning and categorizing page content is crucial for effective ad placements. The
news media, heavily reliant on advertising to sustain operations, represent a
substantial market for contextual advertising strategies.

Inspired by these practical applications and the advancements in deep lear-
ning over the past decade, this thesis mainly focuses on using deep learning for
categorizing news articles into topics of varying granularity. Considering the
dynamic nature of these applications and the limited availability of relevant
labeled datasets for training models, the thesis emphasizes developing methods
that can be trained effectively using unlabeled or partially labeled data. It pro-
poses semi-supervised text classification models for categorizing datasets into
predefined coarse-grained topics, where only a few labeled examples exist for
each topic, while the majority of the dataset remains unlabeled. Furthermo-
re, to better explore coarse-grained topics within news archives and streams
and overcome the limitations of predefined topics in text classification the the-
sis suggests deep clustering approaches that can be trained in unsupervised
settings.

Moreover, to address the identification of fine-grained topics, the thesis in-
troduces a novel story discovery model for monitoring event-based topics in
multi-source news streams. Given that online news reporting often incorpora-
tes diverse modalities like text, images, video, and audio to convey information,
the thesis finally initiates an investigation into the synergy between textual and
visual elements in news article analysis. To achieve this objective, a text-image
dataset was annotated, and a baseline was established for event-topic discove-
ry in multimodal news streams. While primarily intended for news monitoring
and contextual advertising, the proposed models can, more generally, be regar-
ded as novel approaches in semi-supervised text classification, deep clustering,
and news story discovery. Comparison with state-of-the-art baseline models
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demonstrates their effectiveness in addressing the respective objectives.
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Sammanfattning

I dagens samhälle är nyhetsbevakning avgörande för beslutsfattande och för
att hålla sig informerad. Med den ständigt växande mängden av dagliga nyhe-
ter ger automatiserad bearbetning insikter som hjälper individer och företag
att navigera den moderna världens komplexitet. Ett annat användningsområ-
de för automatisk bearbetning är innehållsbaserad (eller kontextuell) reklam,
ett koncept för onlinereklam som undviker integritetsproblemen kopplade till
cookie-baserad reklam genom att enbart använda sig av webbplatsers innehåll
för att placera annonsen, utan att spåra användare och deras onlinebeteende.
Därför är korrekt identifiering och kategorisering sidinnehåll viktigt för effek-
tiv annonsplacering. Nyhetesmedia är starkt beroende av reklamintäkter för att
upprätthåll sin verksamhet, och representerar en stor marknad för kontextuella
reklamstrategier.

Inspirerad av dessa praktiska tillämpningar och det senaste decenniets fram-
steg inom djupinlärning fokuserar denna avhandling främst på användandet av
djupinlärning för att ämneskategorisera nyhetsartiklar på varierande nivåer av
granularitet. Med avseende på hur dynamiska dessa applikationer är och den
begränsade tillgängligheten av relevant annoterad data att träna på, betonar
avhandligen utvecklingen av metoder som effektivt kan tränas med oannoterad
eller delvis annoterad data. Avhandlingen föreslår semi-övervakade textklassi-
ficeringsmodeller för att kategorisera datamängder i fördefinierade ämnen på
hög nivå, där endast ett fåtal annoterade exempel finns för varje ämne, me-
dan största delen av datamängden saknar annotering. För att bättre utforska
ämnen lämpliga för nyhetsarkiv och strömmad data, samt adressera begräns-
ningarna som fördefinierade ämnen för textklassificering medför, föreslås djupa
klustringsmetoder som kan tränas i oövervakade miljöer.

Utöver detta, och för att förbättra identifieringen av detaljerade ämnen,
introducerar avhandlingen en ny modell för upptäckt av berättelser för att
övervaka händelsebaserade ämnen i nyhetsströmmar med flera källor. Med tan-
ke på att onlinerapportering av nyheter ofta använder sig av en kombination
av olika modaliteter som text, bilder, video och ljud för att förmedla informa-
tion, undersöker avhandlingen också samverkan mellan textuella och visuella
element i analys av nyhetsartiklar. För att uppnå detta mål annoterades en
text-bild-datamängd, och en referensmodell för upptäckt av händelserelaterade
ämnen i multimodala nyhetsströmmar utvecklades. Även om de i första hand är
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avsedda för nyhetsövervakning och kontextuell reklam, kan de föreslagna mo-
dellerna merallmånt betraktas som nya tillvägagångssätt för semi-övervakad
textklassificering, djup klustring och upptäckt av nyheter. En jämförelse med
state-of-the-art visar modellernas effektivitet.
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7 RNN Recurrent Neural Network
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10 PLM Pre-trained Language Model
11 LLM Large Language Model
12 BERT Bidirectional Encoder Representations from

Transformers [28]
13 MPL Meta Pseudo Labels [115]
14 TF-IDF Term Frequency-Inverse Document Frequency
15 UDA Unsupervised Data Augmentation [171]
16 PCA Principal Components Analysis [165]
17 UMAP Uniform Manifold Approximation and Projec-

tion [97]
18 LDA Latent Dirichlet Allocation [13]
19 DEC Deep Embeded Clustering [169]
20 InfoNCE Normalized Cross-Entropy with Information

Maximization [108]
21 TDT Topic Detection and Tracking Allan [1]
22 CLIP Contrastive Language-Image Pre-Training
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Chapter 1

Introduction

This chapter motivates the development of systems capable of effectively pro-
cessing and interpreting the wealth of information provided by news sources.
It introduces contextual advertising as the real-world application that served
as the motivation behind this thesis. Furthermore, it highlights the objectives
of the thesis and concludes with an overview of the thesis structure.

1.1 Automatic News Analysis

In today’s world, news serves as a cornerstone for information, awareness, and
societal cohesion. It shapes public opinions, guides decision-making, and re-
flects the evolving global landscape. News monitoring is crucial for individuals,
aiding informed decision-making and crisis awareness. Similarly, it is valuable
for companies, providing insights into competitors, industry trends, and mar-
ket developments, supporting strategic planning, positioning, risk management,
and market intelligence.

A substantial and continually increasing volume of daily news articles, ex-
emplified by Reuters’ production of approximately 5,000 articles from 2,500
journalists1, underscores the information flow. Additionally, social media has
emerged as a significant news channel [58], especially during crises, influencing
public discourse. In this extensive news landscape, automated processing be-
comes crucial, swiftly navigating through vast content to keep individuals and
companies updated on evolving events. Also, by leveraging different sources,
automated news processing can offer a broader range of perspectives, giving a
well-rounded understanding of events.

In Natural Language Processing (NLP) and Information Retrieval (IR),
numerous research lines are dedicated to the study of news, including:

• News Topic Modeling: techniques for automatically identifying and

1https://www.reutersagency.com/en/about/about-us/
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categorizing topics within news articles to understand and organize the
content effectively [86, 69, 161, 65, 118].

• Topic Detection and Tracking: methods for automatically identify-
ing, monitoring, and organizing emerging topics or events from a contin-
uous flow of news [1, 72, 102, 137, 182, 34, 59].

• Sentiment Analysis: methods to determine sentiment and opinions
expressed in news articles, helping to understand public reactions and
attitudes towards different topics [103, 27, 6, 178].

• Fake News Detection: methods to identify misinformation and fake
news, including the development of algorithms that assess the credibility
and reliability of news sources [168, 195, 194, 179, 193, 67, 98].

• Personalized News Recommendation: algorithms for personalized
news recommendations based on individual preferences, browsing history,
and user behavior [106, 167, 3, 56, 116].

• Summarization: techniques to automatically generate concise and in-
formative summaries of news articles, focusing on both extractive and
abstractive summarization [11, 146, 174, 190].

• Multimodal Analysis in News: research exploring the integration of
text with other modalities (images, videos) in news analysis to provide
a more comprehensive understanding of news content [22, 65, 161, 105,
117].

The central focus of this doctoral thesis is on the first and second research
domains, specifically the identification of topics within news articles at different
levels of granularity. This endeavor encompasses the classification of news into
broader categories such as “sports” and “politics,” as well as more detailed
event-based topics like “a plane crash in Malaysia.” The research includes
analyzing both static collections of news articles and continuous streams of
news content. The motivation behind this research stems from the application
of contextual advertising. Furthermore, there exists an interest in multimodal
news processing, exploring the correlation between news text and images for
the purpose of news topic identification.

1.2 Contextual Advertising
Traditional automated advertising relies on cookies and users’ browsing and
shopping histories. However, growing privacy concerns have prompted adver-
tisers to explore alternative approaches. Contextual advertising, as a privacy-
friendly and less invasive alternative to cookie-based advertising, has emerged
in response to these concerns. Contextual advertising, also known as cookie-less
advertising, involves placing ads on web pages based solely on their content,
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without tracking users and their online behavior. For instance, this could mean
displaying ads for an online Artificial Intelligence (AI) course on a news article
about AI. Figure 1.1 illustrates a contrast between conventional and contextual
advertising methods.

Despite the advantages of cookie-based behavioral advertising, which en-
ables deeper personalization and utilizes browsing history as a strong indicator
of buying readiness, many companies are now shifting their advertising ap-
proaches toward contextual advertising. An essential advantage is that com-
panies can avoid dealing with the constantly evolving regulations, legislation,
and shifting attitudes toward privacy associated with tactics that use cookies
to track user online behavior. For instance, General Data Protection Regula-
tion (GDPR) [128] has introduced strict regulations on user consent and data
privacy, significantly affecting the use of cookies for advertising purposes. This
makes it increasingly challenging for companies to rely solely on cookie-based
advertising. The process of obtaining valid consent can be complex, and user
rejection of cookies due to privacy concerns is on the rise. Moreover, companies
have concerns about brand safety and reputation. Contextual advertising al-
lows them to select the specific contexts in which they want their ads to appear
or not appear, providing greater control over the environments associated with
their brand. Additionally, contextual advertising prioritizes current context
over past behavior, ensuring that personalized ads align with users’ immediate
interests and needs. By focusing on immediate relevance, it offers a certain
level of appropriateness without compromising privacy.

Contextual advertising identifies relevant content for ads by aligning the ad-
vertising campaign’s keywords or topics with the central theme of the webpages.
In this thesis, our focus is on news websites, presenting different approaches
for news topic identification. It is important to note that while our motivation
stems from an industrial application, the proposed methods can be viewed as
general algorithms for document topic identification.

1.3 Research Problem and Questions

As outlined in earlier sections, the primary objective of this thesis is to cate-
gorize news articles into distinct topics, spanning various levels of granularity,
for subsequent application in contextual programmatic advertising. News arti-
cles typically convey their messages through a multimodal approach, utilizing
diverse modalities such as text, image, and video. Understanding the interplay
between these modalities and understanding their respective contributions to
topic identification is also an aspect studied in this thesis.

The accessibility of data intended for topic identification varies across dif-
ferent situations. In some cases, all data is readily accessible, while in others,
the setting is more dynamic, presenting data as a continuous stream gradually
accessible to the model. The dynamic scenario introduces the potential for
various topic behaviors, such as emergence, disappearance, distribution shift,

3
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Figure 1.1: A conceptual comparison between cookie-based advertising and
contextual advertising within a programmatic advertising framework. The for-
mer relies on personal information, while the latter solely utilizes news content.

4



splitting, and merging, thereby complicating the task at hand. In such dynamic
situations, the model must dynamically adapt to changes in the data stream
to effectively predict future topics.

Deep learning, a specialized area of machine learning, is primarily focused
on representation learning and has shown remarkable success across various
domains in recent years. Its accomplishments include achieving state-of-the-
art results, often leveraging the computational power of GPUs and TPUs to
train deep neural networks on large datasets. Motivated by the effectiveness
of deep learning, this thesis seeks to investigate its use for topic identification,
especially in situations where labeled data is limited or unavailable.

Consequently, the thesis addresses four pivotal research questions:

RQ1 How can news topics be automatically identified across various granular-
ity levels?

RQ2 What effective methodologies can be employed to integrate deep learn-
ing into the investigation of news topics when labeled data is scarce or
unavailable?

RQ3 How can deep learning techniques be utilized for topic identification
in news streams while effectively addressing challenges associated with
changes in topic focus and evolution over time?

RQ4 What is the interrelation between different modalities within multimodal
news, and how can these modalities be harnessed for the purpose of topic
identification?

1.4 Thesis Outline

The thesis is structured into four main chapters. Chapter 2 provides a brief
introduction to deep learning and learning paradigms. Moreover, it discusses
the data-dependency of deep learning methods as a challenge in the field and
presents some solutions, such as transfer learning, data augmentation, and
pseudo-labeling, to address this challenge. These techniques have been utilized
in various parts of the thesis for training models in semi-supervised and unsu-
pervised settings. Chapter 3 is centered on coarse-grained topic identification
for news articles. It introduces classification and clustering tasks, along with
other relevant preliminaries essential for comprehending Papers I, II, and III,
which focus on addressing research questions RQ1 and RQ2 concerning coarse-
grained topics. Paper I and Paper II introduce semi-supervised classification
models utilizing deep learning for coarse-grained news topic identification, while
Paper III suggests deep clustering in unsupervised settings for the same pur-
pose. Chapter 4, is focused on identification of fine-grained event-based topics
in streams of news articles and provides the background for Papers IV and
V, which tackle research questions RQ3 and RQ4, respectively. Chapter 5
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concludes the thesis by summarizing the research contributions. Furthermore,
the thesis includes five papers related to the research.
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Chapter 2

Deep Learning

2.1 A Brief Introduction to Deep Learning

Machine Learning (ML), encompasses algorithms designed to learn from data
presented as feature vectors and predict outcomes for new data. These fea-
ture vectors encompass features denoting distinct aspects or attributes of the
data, carefully crafted by human experts through a process known as feature
engineering. For example, when predicting the appropriate food category for
recipes, a comprehensive feature set might encompass a range of ingredients
and cooking techniques such as grilling, baking, frying, steaming, and beyond.

Deep Learning, a subfield of Machine Learning, specializes in data represen-
tation learning, automating the feature extraction process by eliminating the
need for human intervention. Deep learning algorithms ingest unstructured
raw data, such as text and images, and autonomously infer the crucial features
for decision making [76]. The cornerstone of deep learning lies in deep neu-
ral networks, which are composed of multiple interconnected layers of artificial
modules many of which compute non-linear input–output mappings.

Deep Feedforward Networks, also known as Multilayer Perceptrons (MLPs),
serve as fundamental modules in deep learning, characterized by multiple layers
of neurons comprising an input layer, one or more hidden layers, and an output
layer. The addition of extra hidden layers enhances the model’s predictive
capability, particularly with abundant training data. In an MLP, each neuron
in a layer connects to every neuron in the subsequent layer, forming a fully
connected network structure. Transitioning from one layer to the next, each
neuron calculates a weighted sum of its inputs from the preceding layer and
passes the result through a non-linear function such as the Rectified Linear Unit
(ReLU), defined as the half-wave rectifier (f(z) = max(z, 0)). When a neuron’s
output surpasses its threshold, it becomes activated, transmitting data to the
subsequent layer. Conversely, if the output falls below the threshold, no data is
transmitted. This sequential computation process across the network is termed
forward propagation.

7



During the training process, the learning algorithm fine-tunes the weights
of the network using a method known as backpropagation [134, 132]. This
technique, rooted in the chain rule for derivatives [148], computes the gradi-
ent of the training objective function with respect to the network’s weights.
Essentially, it quantifies how each weight contributes to the overall prediction
error. Backpropagation operates by recursively applying the chain rule to prop-
agate gradients backward through the network layers, starting from the output
and moving towards the input. These gradients serve as crucial information
for optimization algorithms like variants of gradient descent [133] to adjust
the network weights. Through this iterative refinement process, the network
steadily improves its predictive performance.

MLPs have been widely used in various fields, including image recognition,
natural language processing, and financial forecasting. Despite their simplic-
ity compared to more complex architectures, MLPs remain powerful tools in
machine learning and serve as the foundation for many deep learning models.

In addition to MLPs as the most basic form of deep neural networks, deep
learning encompasses diverse neural network architectures tailored to tackle
specific challenges or datasets.

Convolutional Neural Networks (CNNs) are a type of deep learning
models primarily designed for processing and analyzing visual data, such as
images and videos [76]. They consist of multiple layers, including convolutional
layers, pooling layers, and fully connected layers. Convolutional layers use
filters to extract features from input images, while pooling layers reduce spatial
dimensions. CNNs leverage parameter sharing and hierarchical feature learning
to efficiently extract meaningful patterns from the data, making them highly
effective for tasks such as image classification, object detection, and image
segmentation.

Recurrent Neural Networks (RNNs) are a type of neural network de-
signed to work with sequential data, where the order of the data points matters
[134]. Unlike feedforward neural networks, which process each input indepen-
dently, RNNs maintain a memory of previous inputs by using loops within the
network architecture. This memory enables RNNs to capture temporal depen-
dencies and patterns in sequential data, making them well-suited for tasks such
as time series prediction, natural language processing, speech recognition, and
handwriting recognition. RNNs are characterized by their ability to handle
inputs of varying lengths and their capability to learn from past information to
make predictions about future data points. However, traditional RNNs suffer
from the vanishing gradient problem, which can hinder their ability to learn
long-range dependencies. To address this issue, variants of RNNs such as Long
Short-Term Memory (LSTM) networks [52] and Gated Recurrent Units (GRUs)
[24] have been developed, which incorporate mechanisms to better retain and
update information over long sequences.

Autoencoders aim to learn a compressed representation of input data by
first encoding it into a lower-dimensional space (encoder) and then reconstruct-
ing it from this representation (decoder) [48]. Autoencoders are commonly used
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for tasks like data denoising, dimensionality reduction, and anomaly detection.
The Transformer architecture, introduced in [162], is a groundbreaking

model for natural language processing. It has an encoder-decoder architec-
ture. Initially, the encoder processes the input sequence, converting it into a
set of contextualized representations. Subsequently, the decoder utilizes these
representations to produce the output sequence, attending to relevant sections
of the input sequence through cross-attention mechanism. While the encoder
and decoder are often used together in sequence-to-sequence tasks like machine
translation, they can also be used separately for specific tasks that only require
encoding or decoding functionality. For instance, encoder models can be uti-
lized separately for tasks like text classification or named entity recognition.
Similarly, decoder models can be employed independently for tasks such as text
generation or language modeling. The Transformer utilizes self-attention to
capture long-range dependencies between words in a sentence efficiently. Self-
attention empowers the network to consider every other word and determine
the significance it should assign to different words when generating represen-
tation of a word in the input sequence. Other key components are multi-head
attention for focusing on different aspects of the input, positional encodings
to provide sequential order information, feedforward neural networks for com-
plex feature extraction, and layer normalization with residual connections for
stable training. Unlike recurrent models, Transformers process the entire in-
put sequence in parallel, making them highly efficient for both training and
inference. Transformers have revolutionized NLP by outperforming older mod-
els like RNNs and CNNs, making them widely adopted in both research and
industry for various tasks such as machine translation and text generation.

2.2 Learning Paradigms

The supervised, unsupervised, semi-supervised, and reinforcement learning
paradigms are different approaches to training machine learning models, each
with its own characteristics and applications.

• Supervised Learning involves training a model on a dataset consist-
ing of input-output pairs, where the input data is associated with cor-
responding labels or target values. The goal is to learn a mapping from
inputs to outputs based on the provided examples, enabling the model to
make predictions on new, unseen data [12]. Common tasks in supervised
learning include classification (predicting discrete labels) and regression
(predicting continuous values). Examples of supervised learning algo-
rithms include decision trees [119], support vector machines [26], and
neural networks [47].

• Unsupervised Learning involves training the model on input data
without explicit labels or target values. Instead, the model learns pat-
terns, hidden structures, or representations inherent in the data without
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guidance [45]. Clustering algorithms, dimensionality reduction techniques
like Principal Component Analysis (PCA) [63], and generative models
like Gaussian mixture models [130] are common examples of unsuper-
vised learning algorithms. Self-supervised learning is a special case of
unsupervised learning that has gained popularity in deep learning as a
way to leverage large amounts of unlabeled data for representation learn-
ing and for pre-training models which can then be fine-tuned on smaller
labeled datasets for specific tasks. In self-supervised learning, a model is
trained using supervision signals that are automatically generated from
the input data itself, without requiring manually labeled data. This typ-
ically involves creating auxiliary tasks or objectives that are related to
the main task of interest but do not require explicit human annotation.
Examples of deep networks trained in a self-supervised manner include
Autoencoders [49], generative models such as Generative Adversarial Net-
works (GANs) [39] and Variational Autoencoders (VAEs) [68], as well as
Pre-trained Language Models (PLMs) [28].

• Semi-Supervised Learning combines elements of both supervised and
unsupervised learning paradigms [21]. In this approach, the model is
trained on a dataset that contains a small amount of labeled data along
with a larger amount of unlabeled data. Semi-supervised learning is
particularly useful when obtaining labeled data is expensive or time-
consuming, as it allows using abundant unlabeled data to improve model
performance. Unlabeled data can contribute to the learning process in
several ways. It can be used for regularization purposes, particularly in
consistency training [171]. Consistency regularization techniques encour-
age the model to produce consistent predictions for similar examples in
the unlabeled data. By penalizing inconsistencies between predictions on
different perturbations of the same input, the model learns to generalize
better and become more robust. Unlabeled data can also be used as a
form of pseudo-labeled data [78, 115]. In this approach, the model gen-
erates predictions for the unlabeled data, treating these predictions as
pseudo-labels. The model is then trained on a combined dataset consist-
ing of both labeled and pseudo-labeled data.

• Reinforcement Learning (RL) is a learning paradigm which is com-
monly used in scenarios where explicit supervision is not available, and
the agent must learn through trial and error. The agent learns by inter-
acting with the environment, receiving feedback in the form of rewards
or penalties, and adjusting its actions accordingly to achieve its goals.
Reinforcement learning has applications in various domains, including
robotics, game playing, autonomous driving, and recommendation sys-
tems. This line of algorithms are not the focus of this thesis. However,
interested readers are recommended to see Sutton and Barto [151] for
detailed information.
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2.3 Data Dependency in Deep Learning

The data dependency challenge in deep learning refers to the reliance of deep
neural networks on large amounts of labeled data for effective training. Deep
learning models often require massive datasets to learn complex patterns and
achieve high performance on various tasks. However, collecting labeled data
can be costly, time-consuming, and sometimes impractical. Over the years,
researchers have devised numerous methods to address this challenge. Here, we
explain some of these techniques that are relevant to the field of NLP including
transfer learning, data augmentation, and pseudo labeling.

2.3.1 Transfer Learning

In transfer learning, knowledge gained from solving one problem is applied
to a different but related problem. In the context of deep learning, transfer
learning involves taking a model trained on one task and fine-tuning it on a
different task. This allows the model to leverage knowledge learned from the
first task to improve its performance on the second task, especially when the
second task has limited training data. In the context of natural language pro-
cessing, word embeddings such as Word2Vec [101], GloVe [110], and FasText
[15], where words are represented as dense vectors, were used to transfer knowl-
edge from large text corpora to downstream NLP tasks however, pre-trained
language models like BERT [28] have popularized and significantly advanced
the application of transfer learning in NLP.

Pre-trained Language Models (PLMs) serve as a foundation for trans-
fer learning in NLP. The key idea is acquiring a general, latent representation
of language through a generic task, then using this knowledge for various NLP
tasks. Language modeling, where the model predicts a word based on its con-
text, serves as one such generic task due to the abundance of self-supervised
text available for training. The process of training a deep neural network with
a language modeling objective on a large corpus is termed pre-training. How-
ever, to effectively utilize the pre-trained model for downstream NLP tasks,
further training or task adaptation is typically required. Existing task adapta-
tion methods include fine-tuning the PLMs for the specific task, prompting the
PLMs to execute the desired task, or reformulating the task as a text generation
problem.

Almost all widely-used PLMs, such as those from the GPT series [16, 120,
121], BERT [28] and its variants, BART [79], and T5 [125], are built upon
the Transformer architecture [162]. A Transformer-based language model can
fall into one of three architectures: decoder-only (e.g., GPT [120] and Gopher
[124]), encoder-only (e.g., BERT [28] and XLM-R [25]), or encoder-decoder
(e.g., BART [79], T5 [125], and T0 [136]). Furthermore, models can be trained
using different objectives: autoregressive training (predicting the next word
based on preceding context), masked language modeling (MLM) (filling in the
missing word, i.e., predicting the masked word given surrounding context), or
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various denoising tasks where the model must undo some form of corruption
in the original sequence, such as sentence permutation, token deletion, or span
deletion. Typically, though not necessarily, decoder-only models are trained
with an autoregressive objective, encoder-only models utilize MLM for training,
and encoder-decoder architectures are trained on denoising tasks or MLM.

While autoregressive models process input sequentially, masked language
models predict a masked word based on all other words in the sequence offering
greater contextual information. During MLM training, a random subset of
tokens in the input text sequence is masked using a special token [MASK], and
the model is trained to predict these masked tokens based on both left and
right contexts. Hence, the training goal is to optimize the log-likelihood:

∑

i

mi log(P (xi|x1, . . . , xi−1, xi+1, . . . , xn); θT )

where mi ∈ {0, 1} indicates whether xi is masked or not, and θT denotes
the model parameters. MLMs incorporate multiple transformer encoder layers
[162] to progressively acquire meaningful representations. Prominent examples
include BERT [28], RoBERTa [90], and XLM-R [25].

Lately, researchers have tried to enhance the adaptability of PLMs to spe-
cific tasks by further pre-training them with task-specific masking techniques.
This method, referred to as objective masking, seeks to incorporate downstream
task-related information into general PLMs through masking [64, 188, 155, 145,
41]. Gu et al. [41] proposed a three-stage framework for text classification by
adding a task-guided pre-training stage with selective masking between gen-
eral pre-training and fine-tuning stages. The method first finds the important
words for the downstream task in the in-domain unsupervised dataset using
a binary classifier trained on the supervised task-specific dataset (which has
already been annotated automatically with word importance information) and
then masks them in the task-guided pre-training stage. In Paper II, we utilize
objective masking to incorporate topical information, collected in an unsuper-
vised way based on statistical information from the unlabeled data, into the
PLM for topic classification.

Fine-tuning adjusts the contextual representations obtained during pre-
training for distinct NLP tasks. Typically, for classification tasks such as sen-
timent analysis, natural language inference, and semantic similarity, one or
two feed-forward classification layers, referred to as prediction heads [166], are
appended on top of the PLM. The classification head transforms the contextu-
alized embeddings generated by the language model into predictions for desired
classes. Both the output layers and the PLM undergo training simultaneously
in an end-to-end setup, with the major computational load allocated to fine-
tuning the LM. It is crucial to carefully select the learning rate for the weights of
the feed-forward layer(s) and for the PLM in this configuration. Given that the
PLM is already extensively trained, a low learning rate is advisable, especially
for smaller datasets. Conversely, the feed-forward layer weights, which are ini-
tialized randomly, necessitate considerable training. The word embeddings are
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derived either directly from the top layer of the language model or through a
concatenation or weighted average of the top n (typically n = 4) layers [113].
The text representation can then be computed by taking a weighted average
of the word embeddings or the representation of the special [CLS] token. It
is worth noting that certain tasks, such as parsing tasks, demand significant
additional architecture atop a PLM [183]. In such instances, ample training
data and computational resources are essential to train both the task-specific
architecture and effectively fine-tune the PLM.

Prompting is the practice of inserting natural language text or contin-
uous vectors in the input to guide PLMs in executing particular tasks. The
objective of prompting is to simplify the downstream task for the language
model by utilizing the prompts as contextual cues. Prompting serves as a
knowledge probing technique for PLMs, enabling evaluation of their acquired
knowledge for specific tasks [114]. Two common approaches to prompt learning
are template-based learning and in-context learning.

Template-based learning reformulates NLP tasks into tasks resembling pre-
training tasks of language models, such as MLM, by employing templates. This
strategy effectively utilizes the knowledge learned during pre-training, result-
ing in a significant reduction in the number of task-specific training examples
needed, which is particularly advantageous in scenarios with limited data [74].
Le Scao and Rush [74] conducted an extensive analysis to quantify the ad-
vantages of prompts in classification tasks. Their study involved controlled
fine-tuning across various tasks and data sizes, demonstrating that the use of
prompts consistently enhances performance compared to relying solely on tra-
ditional fine-tuning methods. For supervised template-based prompt learning,
labeled examples are converted into “natural” text using carefully crafted tem-
plates with open slots. Subsequently, solving the tasks becomes a matter of
filling these slots with words or phrases using PLMs and then mapping these
outputs to task-specific labels via a verbalizer. Cloze-style templates introduced
in [138] are one of the widely used templates. Table 2.1 shows examples of this
approach, for text classification, sentiment classification, textual entailment,
and probing for facts.

Task Cloze-style template PLM’s output Task-specific class

Topic classification — News: [Article Text] Politics 1
Sentiment classification [Movie Review]. Overall, it was —. Disappointing Negative
Textual entailment The cat is on the table? —, the cat is

under the table.
No FALSE

Probing for facts Obama was the president of the —. U.S. -

Table 2.1: Examples of close-style prompting for different NLP tasks.

In Paper IV we used cloze-style prompting to make topic-aware document
representation for topic identification.

In-context learning or learning from instructions and demonstrations is par-
ticularly efficient when applied to large generative PLMs, known as Large
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Language Models (LLMs). These models were initially introduced in [121],
featuring tens to hundreds of billions of parameters. They have demonstrated
significant performance across various NLP tasks in zero-shot and few-shot set-
tings. LLMs such as GPT-3 [16] exhibit the capability to handle diverse NLP
tasks in a few-shot setting through in-context learning. In-context learning
provides LLMs with instructions and a few input-output examples for a spe-
cific task, allowing them to produce desired outputs for new inputs without the
need for gradient updates. In contrast to the easy implementation, there are
certain limitations to consider for this prompting approach. Firstly, its success
in few-shot tasks heavily relies on the sheer size of LLMs, limiting its applica-
bility. Moreover, insights from [112] indicate that the few-shot performance of
PLMs is very sensitive to the choice of prompts which limits the robustness of
the approach.

2.3.2 Data Augmentation

Data augmentation was first introduced in computer vision to enhance the
quantity and diversity of training examples by modifying the original data
while maintaining its semantic significance [75, 143]. This process is relatively
straightforward in computer vision, where techniques such as cropping, rotat-
ing, flipping, or color jittering can be applied to generate new examples without
changing the underlying subject matter [141].

However, in NLP, due to the discrete nature of language, augmenting text
while maintaining its meaning poses greater challenges. Even minor alterations
can significantly change the meaning of the text. Nonetheless, researchers have
proposed several promising methods for text augmentation including token-
level random perturbation operations such as random insertion, deletion, and
swap [164], back translation (translating the text into another language and
then back into the source language) [140], replacing words with synonyms [187],
utilizing PLMs to substitute words based on their contextual surroundings [71],
and guided generation using large-scale generative language models [89, 88].
Another example is TMix [23], inspired by MixUp in computer vision [186],
which interpolates two or more text instances and their labels in their respective
hidden space. In Papers I and II, we used PLMs to generate augmented text
for semi-supervised text classification.

Data augmentation methods are employed to expand labeled datasets when
training data is insufficient, as exemplified by Augmented SBERT [154]. Addi-
tionally, these techniques can introduce noise to data to enhance model robust-
ness, particularly in consistency training. Xie et al. [171] proposed to replace
the traditional noise injection methods by high quality data augmentation such
as back translation of textual data.

14



2.3.3 Pseudo-labeling and Teacher-Student Architecture
To tackle the data dependency issue in deep learning methods, one effective
approach is to train the deep neural network in a semi-supervised manner.
Semi-supervised learning encompasses various techniques like self-training [163,
2] and temporal ensembling [73]. Among these methods, pseudo labeling using
a teacher-student architecture stands out as a commonly utilized approach.

The teacher-student architecture was initially used for knowledge distilla-
tion from a large teacher to a light-weight student while maintaining compa-
rable performance with the teacher [50, 152]. Recently, the teacher-student
architecture has found widespread application in various types of knowledge
learning objectives including knowledge expansion [170, 144], knowledge adap-
tion [96, 156], and multi-task learning [37, 176].

Knowledge expansion aims to train a student model with superior generaliz-
ability and performance compared to the teacher model by leveraging the vast
amount of unlabeled data in a semi-supervised fashion. In this approach, the
capacity of the student model is either the same as or larger than that of the
teacher model. To achieve this goal through an offline approach, the teacher
model is initially trained or fine-tuned using labeled data. Subsequently, it
generates predictions, termed pseudo-labels, for the unlabeled dataset. Both
the labeled and pseudo-labeled datasets are then utilized to train the student
model. This process facilitates the transfer of knowledge from the teacher to
the student, potentially leading to improved performance as the student bene-
fits from pseudo-labeled data and the application of regularization techniques
such as data augmentation [170]. Despite the simplicity and computational
efficiency of the offline learning scheme, it has a drawback: if the pseudo-labels
predicted by the teacher network are inaccurate, confirmation bias may arise, as
the student network may reinforce existing inaccuracies [4]. Consequently, the
student may not surpass the performance of the teacher significantly. To mit-
igate the confirmation bias problem, Pham et al. [115] proposed Meta Pseudo
Labels (MPL), an iterative training approach for both the teacher and student
networks, resulting in enhanced performance for both networks. In each itera-
tion, the teacher receives feedback from the student in the form of the student’s
performance on the gold-labeled data and adjusts itself accordingly to predict
more accurate pseudo-labels in the subsequent iteration. In Papers I and II,
we employed pseudo-labeling for text classification, and in Paper III, it was
used for clustering.
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Chapter 3

Coarse-Grained News Topic
Identification

This chapter provides the background knowledge for Papers I, II, and III,
which are focused on addressing research questions RQ1 and RQ2. Paper I
and Paper II propose semi-supervised classification models using deep learn-
ing for news topic identification. This is particularly relevant when predefined
coarse-grained topics are of interest and there is insufficient labeled data avail-
able to effectively train the classifier. Paper III advocates for deep clustering
in scenarios where a set of predefined classes is absent, yet there is a desire to
explore coarse-grained topics within the news dataset. This chapter provides
an introduction to both classification and clustering tasks, as well as other
relevant preliminaries.

3.1 News Classification
Classification plays a crucial role in various applications within the News do-
main, such as fake news detection, sentiment analysis, and topic identification.
To categorize news articles into topics, standard taxonomies like Interactive
Advertising Bureau (IAB) tags1 and IPTC media topics2 are commonly uti-
lized, offering predefined classes organized into hierarchical structures. The
IAB provides a standardized categorization system tailored for classifying news
content, aiding advertisers and publishers in effectively categorizing news arti-
cles. This taxonomy covers a wide range of topics, from “politics” and “sports”
to “entertainment” and “technology”, with each category further subdivided
for enhanced granularity. By ensuring consistency and clarity in labeling and
organization, the IAB taxonomy facilitates targeted advertising and efficient
content monetization for publishers.

1https://www.iab.com/guidelines/content-taxonomy/
2https://iptc.org/standards/media-topics/
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Utilizing deep learning for categorizing news articles into predefined classes,
such as those found in one of the layers of the IAB taxonomy, typically requires
a substantial labeled dataset, which is often unavailable or requires significant
manual effort to compile. The extensive range of potential topics further com-
plicates the task of gathering training documents to construct a supervised
classification model. Consequently, semi-supervised approaches have gained
popularity in this field.

Prior studies in contextual advertising have explored the creation of labeled
datasets for training classifiers using class-specific keywords and knowledge
bases. Jin, Wanvarie, and Le [62] proposed a method to model contextual tar-
geting as a lightly-supervised one-class classification problem. Their algorithm
takes unlabeled documents and labeled keywords for the target class c as input,
generating a classifier Mc specifically designed to identify documents belong-
ing to class c. However, the dynamic nature of contextual advertising poses
challenges in preparing effective keywords for each class and maintaining one-
class classifiers, especially for large-scale applications. In a related study, Jin,
Kadam, and Wanvarie [61] automated the process of mapping categories in the
IAB taxonomy to category nodes in the Wikipedia category graph. Through
label propagation across the graph, they obtained a list of labeled Wikipedia
documents for training purposes.

To the best of our knowledge, no previous study has explored the utilization
of pre-trained language models and their implicit knowledge, alongside deep
learning techniques, for categorizing news articles specifically for contextual
advertising purposes.

3.1.1 Classification

Classification is one of the fundamental and challenging problems in machine
learning, with applications in various fields such as natural language processing,
computer vision, and speech recognition. It involves categorizing a set of data
instances into predefined classes. In classification tasks, the model aims to learn
patterns and relationships in the data that distinguish between different classes,
enabling it to accurately classify unseen instances based on their features or
attributes. This process involves training the model on labeled data, where each
data instance is associated with a known class label, and then evaluating its
performance on unseen data to assess its ability to generalize to new examples
[12]. Common evaluation metrics for classification tasks include:

• Accuracy: the proportion of correctly classified instances out of the to-
tal number of instances. It is a simple and intuitive metric but can be
misleading in the presence of imbalanced classes.

• Precision: The proportion of true positive predictions out of all positive
predictions made by the model. It measures the accuracy of positive
predictions and is useful when the cost of false positives is high.
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• Recall (Sensitivity): the proportion of true positive predictions out of all
actual positive instances in the dataset. It measures the ability of the
model to identify all positive instances and is important when the cost of
false negatives is high.

• F1 Score: the harmonic mean of precision and recall. It provides a balance
between precision and recall and is particularly useful when there is an
imbalance between the classes.

• Area Under the ROC Curve (AUC-ROC): the area under the receiver
operating characteristic (ROC) curve, which plots the true positive rate
against the false positive rate at various threshold settings. AUC-ROC
summarizes the performance of a classifier across all possible threshold
settings and is particularly useful for imbalanced datasets.

These metrics provide different perspectives on the performance of a clas-
sification model and are chosen based on the specific requirements and charac-
teristics of the dataset and task at hand. In this thesis accuracy has been used
to measure classification performance.

Classification plays a crucial role in numerous real-world applications, in-
cluding sentiment analysis [51, 33, 184, 139], document classification [181, 60],
fraud detection [30, 111, 35], stock market prediction [175, 38, 46], face recog-
nition [99, 91], disease diagnosis [131, 66], and so much more, where accurately
categorizing data instances into meaningful classes is essential for decision-
making and problem-solving.

Classification problems are typically categorized into four distinct types:
binary, multi-class, multi-label, and imbalanced [12]. Binary classification in-
volves tasks with two class labels. Multi-class classification pertains to tasks
with more than two class labels. Multi-label classification refers to tasks where
each example may have two or more class labels predicted. Imbalanced clas-
sification addresses tasks where the distribution of examples across classes is
uneven. The classification problems in this thesis belong to the category of
multi-class classification.

There are many classification algorithms in traditional machine learning
including: naive bayes, decision trees, Support Vector Machines (SVM) and
k-Nearest Neighbors (kNN) [12]. Also many deep learning models such as
CNNs [76], RNNs [134], transformer Models (e.g., BERT [28], GPT [120]), and
Autoencoders [48] can be used for classification tasks. Classic algorithms are
often simpler and more interpretable, while deep learning algorithms tend to be
more complex and capable of learning intricate patterns from large-scale data.
The choice of algorithm depends on factors such as the size and nature of the
dataset, computational resources, and the specific requirements of the classifi-
cation task. Given the success of deep learning over traditional classification
algorithms in NLP tasks, this thesis employs deep learning methodologies for
news classification.
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3.1.2 Text Classification

Text classification poses a significant challenge because it requires an effective
representation of text capable of distinguishing between various classes. Ini-
tially, text was represented using the Term Frequency-Inverse Document Fre-
quency (TF-IDF) approach, treating it as a bag of words [135]. This method
involves creating a vocabulary, after which each piece of text is represented by
a vector showcasing the TF-IDF values of the vocabulary words. The TF-IDF
of word t in document d is computed as a product of the term frequency tf(t, d)
and the inverse document frequency idf(t, d). tf(t, d) is the relative frequency
of word t in document d and idf(t, d) is a measure of how much the word is
common or rare across all documents. Various methods exist for computing
these statistics. This representation has been commonly used with classical
machine learning algorithms for text classification. However, the TF-IDF rep-
resentation has limitations, such as its inability to account for sequential word
orders and contextual information. Additionally, these vectors often have high
dimensionality, resulting in computationally expensive operations and the curse
of dimensionality problem [10].

To address the limitations of TF-IDF representations, word embeddings
were introduced. Traditional word embeddings are static representations of
words in a continuous vector space, where each word is assigned a fixed vec-
tor regardless of its context. Examples of traditional word embedding models
include Word2Vec [101], GloVe [110], and FastText [15]. These models are
typically learned using unsupervised learning techniques on large text corpora,
analyzing the co-occurrence patterns of words within a context window in the
training data. The underlying concept is that words appearing in similar con-
texts are likely to have similar meanings and should thus be close to each other
in the vector space. These representations have commonly been employed with
deep neural architectures such as LSTMs [52] and Autoencoders [48] for text
classification tasks.

Following the rapid improvement of deep learning in the last decade, NLP
has witnessed a drastic improvement in word and text representations resulted
from emergence of pretrained language models. PLMs offer highly effective
general-purpose contextual word embeddings that can be fine-tuned for specific
domains. Contextual word embeddings are word representations that capture
the meaning and context of words based on their surrounding context in a sen-
tence or document. Unlike traditional word embeddings, which assign a single
fixed vector to each word regardless of context, contextual word embeddings
generate dynamic embeddings that vary based on the context in which the
word appears. This allows contextual word embeddings to capture nuances in
meaning and polysemy, as well as syntactic and semantic relationships between
words. Today, encoding text with these language models has become standard
practice as the initial step in text classification.
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3.1.3 Semi-Supervised Text Classification

This section reviews prior research on semi-supervised text classification, ex-
ploring methodologies that use unlabeled data to enhance classification perfor-
mance. Most of these methods have been used as baselines in Paper I and
Paper II.

Several recent semi-supervised learning methods leverage consistency train-
ing on extensive amounts of unlabeled data [73, 153]. These techniques reg-
ularize model predictions to remain unaffected by minor levels of noise. Xie
et al. [171] explored the impact of noise injection in consistency training and in-
troduced Unsupervised Data Augmentation (UDA) as an alternative approach,
replacing traditional noise injection with high-quality data augmentation tech-
niques such as back translation for textual data.

Chen, Yang, and Yang [23] introduced TMix, a text augmentation technique
interpolating two texts within their semantic hidden space. TMix promotes
linear behavior across the training dataset. Additionally, they presented Mix-
Text, a new semi-supervised learning approach for text classification leveraging
TMix. MixText employes a BERT-based text encoder equipped with TMix,
followed by a linear classifier. During training iterations, it initially predictes
labels for unlabeled data using the current model and subsequently traines the
model with pseudo labeled data using TMix augmentation.

FLiText, introduced by Liu et al. [85], is a lightweight model designed for
scenarios where resources are limited. Initially, an inspirer network, based on a
transformer model, is trained using both labeled and unlabeled data. Follow-
ing this, the inspirer network is distilled into a smaller CNN-based model using
output-based distillation, which relies on the inspirer’s output, and feature-
based distillation, utilizing the layer weights of the inspirer. FliText signifi-
cantly enhanced inference speed while maintaining or surpassing the state-of-
the-art performance of lightweight models.

Xu, Liu, and Abbasnejad [172] proposed a novel approach to leverage the
matching capability inherent in pre-trained language models like BERT for
classification tasks. They identified class keywords as words with high atten-
tion weights during fine-tuning of a BERT classifier on class samples, thereby
creating class semantic representations (CSRs). These CSRs are integrated
with sentences and fed into the encoder. A matching classifier is added on top
of the BERT encoder alongside a conventional K-way classifier that compares
sentences with CSRs. Both classifiers are jointly trained, and CSRs are pro-
gressively improved using the updated language model. This method achieved
state-of-the-art performance on text datasets, particularly in scenarios with
limited labeled data.

Yang et al. [180] introduced prototype-guided pseudo-labeling (PGPL) for
semi-supervised text classification. For each class, they selected the k near-
est samples to the corresponding class prototype for the subsequent training
iteration to ensure a balanced training process. Additionally, they trained
the model with prototype-anchored contrasting, pushing samples toward their
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respective class prototypes and away from others. This approach effectively
alleviates underfitting near class decision boundaries and enhances text classi-
fication performance.

3.2 News Clustering

The dynamic nature of news presents a challenge for creating classifiers capa-
ble of effectively capturing and categorizing new articles. In scenarios where
predefined classes are lacking and the objective is to explore the content of
news articles, clustering emerges as a suitable tool. Clustering provides a ro-
bust means to organize vast collections of data without the need for predefined
categories. In Paper III, we explore innovative ways to uncover patterns and
structures within the ever-evolving landscape of news articles, utilizing the
power of language models and clustering techniques.

3.2.1 Clustering

Clustering is a technique used in unsupervised machine learning to group simi-
lar data points together based on certain characteristics. The goal of clustering
is to partition a dataset into distinct groups, or clusters, where data points
within the same cluster are more similar to each other than to those in other
clusters [12]. Clustering is commonly used in data analysis, pattern recognition,
image segmentation, and recommendation systems, among other applications.

3.2.2 Traditional Clustering Algorithms

Many traditional strategies for clustering arbitrary sets of data points in an
n-dimensional space have been proposed. These algorithms can generally be
categorized into partitional, density-based, hierarchical, grid-based, and model-
based categories based on their underlying principles and methodologies [173].
Each category of clustering algorithms has its own advantages and limitations,
and the choice of algorithm depends on factors such as the nature of the data,
the desired cluster structure, and computational considerations. In this thesis,
partitional, and density-based clustering algorithms have been used.

Partitional clustering algorithms divide the dataset into a set of disjoint
clusters, where each data point belongs to exactly one cluster. These algo-
rithms typically require specifying the number of clusters in advance. Popular
examples include K-Means [93] and K-Medoids [127] algorithms.

Density-based Clustering algorithms identify clusters based on the density
of data points in the feature space. Clusters are formed around regions of high
density, separated by regions of low density. Density-Based Spatial Clustering
of Applications with Noise (DBSCAN) [32] is a popular density-based clustering
algorithm.
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3.2.3 Dimension Reduction

As the number of features or dimensions in a dataset increases, several chal-
lenges arise, such as sparsity of data, increased computational complexity, over-
fitting, and difficulty in visualization. These difficulties are collectively referred
to as the curse of dimensionality [10]. Dimensionality reduction algorithms are
methods utilized to decrease the number of features dimensions within a dataset
while retaining its vital information. Widely employed in machine learning and
data analysis, they serve to combat the curse of dimensionality [10].

Numerous algorithms are available for dimensionality reduction, falling into
two main classes: matrix factorization-based methods and manifold learning-
based methods. Matrix factorization methods drawn from the field of linear
algebra, seek to derive a lower-dimensional representation of the data by de-
composing the original high-dimensional matrix into lower-dimensional compo-
nents. Popular methods in this category include Principal Components Anal-
ysis (PCA) [63], Singular Value Decomposition (SVD) [29], and Non-Negative
Matrix Factorization (NMF) [77]. PCA [63], for example, is a commonly used
linear dimensionality reduction technique that identifies principal components,
which are directions along which data variation is most pronounced. Ulti-
mately, PCA projects the original data onto selected principal components,
effectively reducing dimensionality while preserving maximum variance.

Manifold learning methods utilize the geometric structure of the data, often
represented as a neighborhood graph, to find a lower-dimensional embedding
that preserves the local relationships between data points. Some of the more
popular methods in this category include Spectral Embedding [9], t-distributed
Stochastic Neighbor Embedding (t-SNE) [158], and Uniform Manifold Approx-
imation and Projection (UMAP) [97]. UMAP, in particular, stands out as a
state-of-the-art nonlinear dimensionality reduction approach widely adopted
for visualizing and analyzing high-dimensional data. UMAP performs dimen-
sion reduction by constructing a low-dimensional embedding that captures both
local and global relationships between data points, making it particularly adept
at capturing complex patterns and relationships.

Furthermore, Autoencoders [48], as neural network architectures, offer a
robust technique for dimensionality reduction by learning compact representa-
tions from high-dimensional data in an unsupervised manner. At their core,
Autoencoders consist of two main components: an encoder and a decoder.
The encoder compresses the input data into a lower-dimensional representa-
tion, while the decoder attempts to reconstruct the original input from this
compressed representation. The lower-dimensional representation, also known
as the latent space or encoding, captures the essential information present in
the data while discarding noise and redundant features. It can then be lever-
aged for various downstream tasks such as data visualization, clustering, or
classification.

In Paper III, PCA and UMAP have been used for dimension reduction.
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3.2.4 Deep Clustering

Traditional clustering algorithms which typically assume that data is repre-
sented as feature vectors, exhibit poor performance when faced with large and
high-dimensional datasets. This is primarily due to the curse of dimensional-
ity problem [10] and the associated high computational complexity. With the
remarkable success of deep learning, particularly deep unsupervised learning,
various representation learning techniques have emerged in the past decade.
These techniques convert unstructured data, such as text and images, into a
latent space that is typically lower-dimensional and contains richer information
compared to conventional feature vectors.

To cope with the challenges posed by clustering high-dimensional data, re-
searchers have explored the use of deep representations in clustering instead of
traditional feature vectors. For instance, Guan et al. [42] employed pre-trained
LSTM-based text encoders, and Subakti, Murfi, and Hariadi [150] utilized
BERT for text encoding. Afterwards, they normalized these representations
and applied traditional clustering algorithms to them. In a related research di-
rection, researchers have recently begun directly clustering dimension-reduced
embeddings created with pre-trained language models for topic modeling [40,
189, 31] instead of relying on complex statistical models such as LDA [13].
BERTopic [40] is an example of this approach, generating document embed-
dings with pre-trained Transformer-based language models, clustering these
embeddings, and ultimately producing topic representations using the class-
based TF-IDF procedure. However, utilizing deep representations for cluster-
ing in this manner is not always optimal. These deep representations have
typically been trained on general domain data for generic tasks, so they are
not inherently optimized for clustering tasks and often require adaptation. In
fact, deep representation learning methods struggle to integrate potential clus-
tering information to improve the quality of learned representations, primarily
due to a lack of mutual enhancement between clustering and representation
learning.

To overcome these challenges, the concept of deep clustering has arisen, with
the goal of optimizing representation learning and clustering simultaneously.
The deep clustering model consists of a representation learning module that
takes in raw data and generates a low-dimensional representation, commonly
referred to as an embedding. Furthermore, it includes a clustering module
that takes these low-dimensional representations as input and produces either
cluster labels for hard clustering or probabilities for cluster assignment in soft
clustering. The parameters of both modules are trained simultaneously using
certain objective functions including clustering loss.

Initially, numerous deep clustering algorithms were introduced in the com-
puter vision domain for clustering image datasets [177, 20, 36, 54, 55]. However,
their applicability to other data types, such as text data, was constrained by
the image-specific techniques employed, such as CNN architectures [76] and
data augmentations. The Autoencoder [48] is a general structure that can be
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customized for different data types. Hence, in the early general-purpose deep
clustering approaches, Autoencoders were used as the representation learning
component for different data types such as text and image data.

Xie, Girshick, and Farhadi [169] introduced the Deep Embedded Clustering
(DEC) method which simultaneously updates the data points’ representations,
initialized from a pre-trained Autoencoder, and cluster centers initially com-
puted through K-Means clustering. They introduced the self-training technique
to the deep clustering task, initiating an active branch of methods referred to
as self-training deep clustering. More specifically, the model’s parameters are
optimized by minimizing the KL-divergence [70] between the soft cluster as-
signments and an auxiliary distribution derived from these assignments. The
assignment distribution Q for each data point xi is determined by calculating
the Student’s t-distribution [149] similarity between the data point representa-
tion hi and the cluster centroids:

qik =
(1 + ∥hi − µk∥22/α)−

α+1
2

∑K
j (1 + ∥hi − µj∥22/α)−

α+1
2

where qik represents the probability of instance xi belonging to cluster k, K
is the total number of clusters, µk denotes the representation of cluster k, and
α signifies the degree of freedom of the Student’s t-distribution. The auxiliary
distribution P is a modified version of the assignment distribution Q computed
as follows:

pik =
q2ik/fk∑K
j q2ij/fj

where fk =
∑N

i qik are soft cluster frequencies. Raising qi to the second
power helps the model prioritize learning from instances with higher confidence,
effectively reducing the influence of low-confidence instances during training.
Moreover, normalizing by frequency per cluster regulates the contribution of
clusters with varying sizes in the loss function, thereby mitigating the risk of
degenerate solutions where all instances are assigned to a single cluster.

Accordingly, the objective function utilized for training the deep clustering
model is computed as follows:

L = KL(P ∥ Q) =
∑

i

∑

k

pik log
pik
qik

It is worth mentioning that DEC utilized TF-IDF vectors as text features for
the input of the Autoencoder. DEC is highly significant in deep clustering and
has been employed as a baseline in numerous studies including our research
presented in Paper III.

Some studies have explored integrating various clustering losses or addi-
tional loss functions into the optimization process. IDEC was subsequently
introduced by Guo et al. [43] as an enhancement to DEC, incorporating the
Autoencoder’s reconstruction error into the objective function. Deep K-Means
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[104] employs a general form of the K-Means objective function along with the
Autoencoder reconstruction loss, as an alternative to the DEC loss function.

Moeover, some studies tried to customize DEC for text data. Instead of TF-
IDF vecotrs used in DEC, Hadifar et al. [44] utilized Smooth Inverse Frequency
(SIF) embeddings [5] which were considered more suitable representations for
short text than TF-IDF. Motivated by the great success of PLMs in NLP,
Huang et al. replaced the Autoencoder component of the DEC architecture
with BERT [28], fine-tuning it simultaneously with masked language modeling
loss and DEC clustering loss.

It is important to note that while Autoencoders succeed at dimensional-
ity reduction, their primary focus may limit their ability to comprehensively
capture the underlying data distribution within the latent space. Specifically,
these representations are learned in an instance-wise manner, overlooking the
interrelations among different instances. Consequently, the resulting embed-
dings may fail to effectively discriminate between instances in the embedding
space, thereby leading to suboptimal clustering performance.

Inspired by the success of contrastive representation learning, contrastive
learning has also been introduced into deep clustering. Contrastive learning has
emerged as a highly popular unsupervised representation learning technique
in recent years. Its fundamental principle involves bringing positive pairs of
instances closer together while pushing negative pairs further apart, a concept
often referred to as instance discrimination. At the core of contrastive learning
lies the Normalized Cross-Entropy with Information Maximization (InfoNCE)
loss [108] which for a set of N random samples is formulated as:

LInfoNCE = − log

N∑

i=1

exp(f(hi, h
τ
i )/τ)∑N

j=1 exp(f(hi, hτ
j )/τ)

where hi is the representation of anchor sample, hτ
i and hτ

j are the representa-
tions of the positive and negative samples respectively, f is a similarity function
such as cosine similarity, and τ is a temperature parameter that controls the
smoothness of the probability distribution. Positive samples are typically gen-
erated through data augmentation, which may vary depending on the data type
and the specific task at hand. The vision-language model CLIP [123] is one
of the very successful applications of contrastive learning, where it is used to
learn a joint representation of images and text.

Similar to contrastive representation learning, the objective of contrastive
deep clustering is to pull positive pairs closer while pushing the negative pairs
away. However, the distinction lies in how positive and negative pairs are de-
fined. Similar to other deep clustering methods, contrastive deep clustering has
its origins in the field of computer vision. SCAN [159], GCC [191], SwAV [19],
MiCE [157], and LNSCC [92] have recently demonstrated state-of-the-art clus-
tering performance on image datasets through contrastive learning techniques.
SCAN utilizes the nearest neighbors in the k-Nearest Neighbors (kNN) graph,
suggesting that a sample and its nearest neighbors should be grouped into the
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same cluster. In contrast, GCC assumes that the transformation of an image
and its neighbors’ transformation should exhibit similarity, thereby enhancing
clustering performance on image data. Based on the insight that neighboring
samples in a kNN graph might not consistently share the same category and
that distinguishing between positive and negative pairs can be challenging in
a naïve kNN setup, LNSCC proposes a soft contrastive clustering approach.
This method assigns positivity and negativity scores to each pair of samples
to capture their similarity and dissimilarity, thereby addressing ambiguity at
cluster boundaries and yielding clearer distinctions between clusters.

Researchers in NLP have also explored the integration of contrastive learn-
ing into text deep clustering. SCCL [185] was among the first to utilize instance-
level contrastive learning in text deep clustering. It employes Sentence-BERT
[129] as the text encoder and combines the DEC [169] clustering objective with
the contrastive InfoNCE loss [108] for optimizing the model parameters. How-
ever, while instance-level contrastive learning is successful at learning general
feature representation, it overlooks semantic-level correlations within the same
cluster, leading to suboptimal clustering outcomes and sparse cluster spaces.
DACL [81] tackles this issue by smoothly shifting the loss weight of the model
from contrastive learning to clustering throughout training and filtering nega-
tive samples in contrastive learning using pseudo-labels generated by clustering.

Pseudo-labeling, already discussed in Section 2.3.3 in the context of teacher-
student models, has recently found its way into the domain of deep clustering.
The proposed methods typically involve an iterative process where a clustering
module and a classification module mutually enhance each other, resulting in
notable performance gains. For instance, DeepCluster [18] employs an iterative
approach wherein image features extracted by a convolutional neural network
are clustered using a standard algorithm like K-Means. The resulting assign-
ments, serving as hard pseudo-labels, are used for updating network’s weights.
Pseudo labeling has extended the capabilities of semi-supervised learning to
unsupervised clustering tasks. However, its effectiveness heavily depends on
the quality of the pseudo-labels used for training the classifier, which are influ-
enced by model capacity and hyperparameter tuning. While existing methods
[107, 159] have addressed this challenge by incorporating pre-training as an
initial step before pseudo-labeling, further attention is needed in this area.

The exploration of pseudo-labeling in deep clustering for text data has been
limited. Rakib et al. [126] proposed an iterative method where a Multinomial
Logistic Regression classifier is trained using cluster labels from non-outlier
samples. This classifier is then employed to correct the clustering outcome by
reclassifying outliers, with the resulting set of clusters serving as input for the
next iteration. However, this approach relies on fixed TF-IDF representations
for clustering, potentially limiting its generalizability.
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Chapter 4

Event-based Topic Discovery
in News Streams

This chapter provides the groundwork for Papers IV and V, which tackle
research questions RQ3 and RQ4, respectively. Paper IV introduces a novel
model for story discovery in news streams. Paper V explores the relationship
between news text and images and introduces a multimodal dataset for event-
based topic discovery in multimodal news streams, along with a baseline model
tailored for this task.

4.1 Topic Detection and Tracking

Topic Detection and Tracking (TDT) is a prevalent technique in the field of
information retrieval (IR) and is pivotal for exploring, mining, and organizing
news stories across various media sources. Introduced by Allan [1], TDT aims
to identify and monitor real-world events within a multi-source news stream.
In the context of TDT, a news story is a report on a particular event, and a
topic is characterized by a collection of news stories discussing different aspects
of the same event. When a plane crashes in Malaysia, it serves as the seminal
event that initiates the topic. Any stories detailing the crash cause, death toll,
rescue efforts, survivors, and so on are all considered part of the topic. Stories
covering a separate plane crash in a different country on the same day or an
earthquake in Japan would not typically fall under the same topic. However,
in some instances in the literature, the terms news story and topic have been
used interchangeably.

It is essential to distinguish an event topic from the conventional notion
of topic found in information organization research. While the latter typically
embodies the theme or subject of a text, such as “sports” or “politics” in news
classification, event topics focus specifically on the triggering event of a story.
Furthermore, topics in TDT evolve over time and may encompass stories that
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are not necessarily related in subject matter.
TDT comprises five core tasks. Story Segmentation involves breaking down

continuous news texts, such as transcriptions of news shows, into individual
stories. However, this task becomes meaningless when processing streamed
news from websites where stories are already separated. First Story Detection
focuses on identifying stories that are not associated with previously recognized
events, potentially signaling the beginning of a new event topic. Cluster Detec-
tion aims to allocate new stories within a streaming dataset to relevant topics
in real-time, either by linking them to existing topic clusters or by creating
new ones as needed. Tracking is closely linked to cluster detection and involves
monitoring existing topics while continually seeking out additional stories to
enrich them over time. Story Link Detection involves determining whether
two given stories are related and belong to the same topic or not. Some of
these tasks are closely interconnected, and their collective contributions enable
the functionality of TDT. However, numerous studies in the literature often
tackles these tasks within their proposed methods without explicitly specifying
individual components for each task.

In the literature, TDT has been framed as a non-parametric topic modeling
problem [192] which falls outside the scope of this thesis. Alternatively, TDT
has been approached as a stream clustering problem. These works refer to this
task as online story discovery or news stream clustering. It is noteworthy that
in these studies, the terms event topic and news story are used interchangeably,
deviating slightly from their definitions in the TDT task outlined by Allan [1].

Early attempts at news story discovery relied on sparse document repre-
sentations such as keywords and TF-IDF vectors. Laban and Hearst [72] ex-
tracted article keywords and constructed a graph of articles spanning a window
of N days such that articles sharing more keywords than a specified threshold
were connected. Local topic clusters were then identified using the Louvain
community detection algorithm [14]. The window was moved along the news
stream, and if a topic continued to receive new articles across overlapping
graphs, all of these articles were linked to the same topic. This process enabled
the story to develop and grow over time. For longer-term stories, topics from
non-overlapping windows were combined if their similarity exceeded a certain
threshold. Staykovski et al. further improved this approach by utilizing TF-IDF
vectors instead of keywords.

Miranda et al. [102] investigated a multilingual news stream. Their mono-
lingual article representation comprised TF-IDF subvectors for words, word
lemmas, and named entities extracted from different document sections: the
title, the body, and a combination of both, totaling nine subvectors. Addition-
ally, they developed a cross-lingual version of these vectors. Their methodology
involves computing similarities between the monolingual TF-IDF subvectors of
an article and those of monolingual clusters, which are the aggregated subvec-
tors of their members. These similarities are then aggregated using a Rank-
SVM model. The decision to merge the document with an existing cluster
or create a new cluster is determined by another SVM classifier. Both SVM
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models undergo training using a supervised training set. Furthermore, they in-
corporated article timestamps to prevent recent documents from merging with
older clusters. In this setup, a crosslingual cluster comprises several monolin-
gual clusters in different languages. During stream processing, after updating
monolingual clusters, adjustments are made to crosslingual clusters accordingly.

With the emergence of dense document representations containing richer
semantic information, researchers have begun exploring their potential in news
story discovery. Staykovski et al. [147] conducted a comparison between TF-
IDF and doc2vec representations for this purpose and concluded that sparse
representations are more effective. In a more recent study, Saravanakumar
et al. [137] adopted a methodology similar to that of Miranda et al. [102] for
news story discovery but they used a combination of sparse and dense represen-
tations for articles. They demonstrated that incorporating contextual BERT
representations alongside TF-IDF representations could enhance performance
in this task. This enhancement was achieved through fine-tuning BERT on
event similarity using a triplet network architecture [53] and incorporating ex-
ternal entity knowledge.

The weaker performance of dense representations like BERT (without be-
ing fine-tuned) in comparison to sparse representations, in news story discovery
may be attributed to the low uniformity of their embedding space. Alignment
and uniformity, as discussed in [160], are fundamental attributes of any embed-
ding space. For the task of news story discovery, alignment refers to how closely
articles related to the same story are positioned within the embedding space,
while uniformity is a measure of the uniform distribution of random articles
throughout that space. Lack of uniformity poses a challenge in distinguish-
ing between two articles that share a common theme but pertain to different
events.

In recent years, contrastive learning has proven highly effective across vari-
ous language processing and computer vision tasks. This effectiveness primarily
arises from its capacity to improve the alignment and uniformity of embedding
spaces, as demonstrated by Wang and Isola [160]. A notable example of this
success in news story discovery is shown in the study by Yoon et al. In this work,
with the idea that not all sentences in the article have the same significance
for its story, a story-indicative article representation is made by aggregating
the sentence representations, derived from a pre-trained Sentence-Transformer,
via a single transformer layer. Subsequently, these representations are com-
pared with existing cluster representations within the current window to either
identify the best match or create a new cluster. Once clusters are defined,
the representations are further refined to adapt to the recent context through
cluster-level contrastive learning. This research demonstrated that these dense
representations outperform sparse alternatives.

Despite numerous efforts to discover effective article representations that
facilitate the seamless identification of news stories and differentiate between
various stories, this remains an active research domain.
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4.2 Online Clustering
Another aspect worth exploring in previous studies on news story discovery is
the clustering methodology employed. Given that TDT is an online task and
articles in the news stream require real-time clustering, opting for an online
clustering algorithm is a natural choice. However, there is variation among
previous works regarding their approach to online data processing. Many of
them favor a non-parametric version of online K-Means clustering.

The online K-Means algorithm is a modification of the traditional K-Means
algorithm, allowing for continuous learning and cluster updating as new data
points emerge over time. In the non-parametric version, the number of clusters
is not fixed and can expand indefinitely. This characteristic aligns well with
the demands of story discovery, as the clustering problem is inherently non-
parametric, and each document in the stream could potentially initiate a new
event cluster.

Here is a breakdown of how the non-parametric online K-Means operates:

• Data Streaming: instead of processing the entire dataset simultane-
ously, the online K-Means algorithm handles data points one at a time
as they are received.

• Assignment: upon receiving a data point, the algorithm assigns it to
the nearest centroid based on a chosen distance or similarity metric, such
as Euclidean distance or cosine similarity. Alternatively, if the data point
is not sufficiently close to any existing cluster, the algorithm creates a
new cluster for it. In the literature, this decision has been made through
both supervised and unsupervised approaches. For instance, Miranda
et al. [102] and Saravanakumar et al. [137] utilized trained classifiers to
determine when a new cluster should be created, using labeled training
datasets. Alternatively, a similarity threshold can be employed, with
optimal values determined via grid search if supervised data is available.
However, obtaining supervised data is not always feasible due to the high
cost associated with acquiring human annotations and the challenge of
keeping it up-to-date. Therefore, an unsupervised approach is often more
practical and suitable for evolving news article streams.

• Centroid Update: following the assignment of a data point to a cluster,
the algorithm adjusts the centroid of that cluster to incorporate the new
data point and adapt to the evolving data distribution.

Algorithm 1 shows the pseudocode of this clustering algorithm. As pre-
viously emphasized, time plays a crucial role in news stories. Some studies
employing this online clustering algorithm [102, 137], incorporated timestamp
features for each cluster. During document-cluster comparisons, such methods
assess not only textual representations but also timestamp features, making
decisions based on a combination of these comparisons. A significant dispar-
ity between the publishing time of an article and the timestamp features of a
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Algorithm 1: The non parametrik online K-Menas clustering algo-
rithm for data stream clustering

Data: D: a news article stream
f : document representation generation function
θ: article-story similarity threshold
Result: A set S of stories in stream D

1 S← ∅
2 for every new article d ∈ D do
3 Rd ← f (d)
4 if max ({simd,sj |sj ∈ S) > θ then
5 Assign article d to corresponding sj
6 Update Rsj with Rd

7 else
8 s|S|+1 ← {d}
9 Rs|S|+1

← Rd

10 S← S ∪ {s|S|+1}
11 end
12 end
13 return S

cluster serves as a valuable indicator that the article may not belong to that
cluster, even if the textual features exhibit a reasonable match between the
incoming article and the cluster representation. Yoon et al. [182] adopted a
different approach, employing a sliding window mechanism along the stream.
In this approach, documents are compared only with the active clusters within
the time frame of the sliding window, eliminating the need to explicitly consider
temporal features for the clusters. Moreover, incorporating the window to the
online algorithm enhances the algorithm’s efficiency and speed for large-scale
datasets with numerous topics. In Paper IV and Paper V, we also utilize
this approach for online clustering of news articles within the news stream.

Additionally, some studies in the literature employed a two-step clustering
approach. They analyze a collection of articles gathered over a specific time
frame, such as N consecutive days, to form local clusters. Subsequently, these
local clusters are linked over time to track the progression of stories. For in-
stance, Laban and Hearst [72] and Staykovski et al. [147] construct a graph of
articles spanning a window of N days based on the similarity of article repre-
sentations. They then apply a Louvain community detection algorithm [14] to
identify local topics within the current window. As the window moves along
the news stream, if a topic consistently receives new articles across overlapping
windows, all these articles are associated with the same topic. This mecha-
nism facilitates the gradual development and expansion of the story over time.
For longer-term stories, topics from non-overlapping windows are compared
based on their keyword distributions, and if their similarity surpasses a certain
threshold, they are merged. Linger and Hajaiej [84] introduced a similarity-
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based replaying strategy to connect local topics into cohesive stories. For a new
batch of articles at time t, they calculate similarities between all new articles
and all topics from the previous time t − 1. If a topic from t − 1 exhibits a
similarity with a new article at time t surpassing a predefined threshold, all ar-
ticles associated with that topic are included in the current batch. This allows
them to be considered during the subsequent round of topic detection at time
t. These two-step algorithms do not utilize explicit time features; rather, time
is implicitly incorporated through the batch/window procedure.

Unlike algorithms that process articles one by one, batch processing algo-
rithms are better suited for handling large-scale streams where scalability is a
key concern. Additionally, they facilitate the emergence of various topic be-
haviors such as splitting and merging over time. However, detecting such topic
behaviors across batches/windows and tracking stories may pose challenges and
add complexity to the stream clustering model.

4.3 Multimodal News Streams

News websites have evolved to incorporate a diverse array of presentation
modalities, such as text, images, diagrams, and videos, strategically designed
to engage readers and convey messages effectively. Each modality offers unique
advantages and constraints, and their integration can enrich the user experi-
ence, making it more immersive and engaging. In this section of the thesis,
multimodal specifically refers to the combination of images and text, while
other modalities are not considered within the scope of this study.

Analyzing multimodal news poses significant challenges due to the varied
interrelationships between information from different modalities. News article
texts typically contain an abundance of details ranging from timing and con-
tent to location and individuals involved in reported events. In contrast, the
role of accompanying images in news articles is diverse. Images may serve as
decorative elements, provide supplementary information, or, at times, present
potential sources of misinformation. For instance, imagine a news article high-
lighting a specific action by Trump, accompanied by an image solely featuring
Trump himself.

Studying the relationship between text and images, especially in the con-
text of news analysis, is an interdisciplinary research question that has garnered
significant attention from various fields, including communication science, me-
dia studies, journalism, machine learning, and multimodal analysis. Several
taxonomies of image-text relations, sometimes specifically for analyzing news
articles, have been proposed in media studies [8, 17] and semiotics [7, 94, 95].
Among these, Barthes’ work [7] stands out as pioneering. He categorizes text-
image relations into three main types: (1) Anchorage, where text describes the
image; (2) Illustration, where the image visually representes information from
the text; and (3) Relay, where text and image share an equal relationship, such
as complementarity or interdependence.
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However, there is limited work in computational approaches for multimodal
news analysis that attempts to model and utilize the relationship between im-
ages and text. Müller-Budack et al. [105] introduced an unsupervised approach
that measures the cross-modal consistency of entity relations between image
and text modalities in news articles. Oostdijk et al. [109] investigated the rela-
tionship between text and images in news articles for flooding-event detection.
They identified four cross-modal relations: images visualizing what the text
describes, images visualizing people referred to in the text, images visualizing
a situation as it existed before while the text describes or suggests how a sim-
ilar situation might arise (flood threat), and images visualizing a situation as
it exists now but which will be affected by developments described in the text
(e.g., an image of an elephant in an area that will be flooded once a dam is
ready). Nonetheless, the scope of their investigation is restricted, and its gen-
eralizability might be limited. In a recent study, Cheema et al. [22] introduced
a framework for the computational analysis of multimodal news. Drawing from
real examples of news reports, they outlined a set of image-text relationships
and multimodal news values, exploring their implementation through compu-
tational methods. Yet, there has been no research exploring the relationships
between images and text for story discovery in news streams, so the extent to
which multimodal information aids in the online story discovery task remains
an open question.

Prior research in multimodal news analysis has primarily concentrated on
two main areas: thematic classification of news [161, 65, 118] and fake news
detection [168, 195, 194, 179]. The only instance of multimodal work in topic
detection and tracking, to our knowledge, is by Li et al. [82], who specifically
explored topic detection and tracking within video news.

4.3.1 Deep Learing for Multimodal Data

Advancements in multimodal deep learning have empowered vision-language
models such as CLIP [123], BLIP2 [80], and LLaVA [87] to comprehend fun-
damental relationships between modalities, such as correlations between words
and phrases and their visual representations . While these developments have
fueled significant progress in tasks like image captioning, text-to-image gen-
eration, and visual question answering, they are inadequate for generating
multimodal representations for complex objects like multimodal news articles,
thereby restricting their capacity to interpret the overall multimodal message.

Many existing studies in multimodal news analysis utilize diverse fusion
models to integrate image and text, creating a multimodal representation [161,
65, 118, 168, 194, 100]. Typically, these studies employ modality-specific en-
coders to generate embeddings for each modality. These embeddings are then
projected into a shared space to enable comparison between different modalities
before being fused for the downstream task.

Various fusion approaches, including early fusion and late fusion, have been
proposed to leverage heterogeneous data and modalities. Early fusion, also
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known as feature-level fusion, aggregates all features, including textual and
visual features, into a single feature vector which serves as the multimodal
representation. This can be achieved through concatenation [161, 65], or em-
ploying attention mechanisms [118, 168, 194, 100]. The resulting representation
is then used for downstream tasks. In late fusion, modalities are merged at the
decision level. In classification tasks, this usually entails combining the poste-
rior probabilities derived from classifiers for each class. Rather than directly
predicting labels, these classifiers produce probabilities for various classes [83].

It is worth mentioning that CLIP [123] has been utilized in literature to
measure cross-modal similarity [195, 194]. CLIP, a multimodal model trained
on diverse image-text pairs, is capable of predicting relevant text snippets for
given images and vice versa. This integration enables CLIP to embed texts and
images into a unified latent space, facilitating the calculation of cross-modal
correlations. Consequently, the cosine similarity between CLIP representations
of text and image modalities indicates the extent to which the article text and
image are aligned, serving as a criterion to adjust the contribution of the image
modality in the overall multimodal representation of the article. This technique
has been used in Paper V.
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Chapter 5

Summary of Contributions

This thesis amis to answer five pivotal research questions:

RQ1 How can news topics be automatically identified across various granular-
ity levels?

RQ2 What effective methodologies can be employed to integrate deep learn-
ing into the investigation of news topics when labeled data is scarce or
unavailable?

RQ3 How can deep learning techniques be utilized for topic identification
in news streams while effectively addressing challenges associated with
changes in topic focus and evolution over time?

RQ4 What is the interrelation between different modalities within multimodal
news, and how can these modalities be harnessed for the purpose of topic
identification?

In response to RQ1, the thesis proposes classification and clustering for coarse-
grained topic identification and event-topic discovery in news streams for fine-
grained topic identification. Additionally, it addresses RQ2 by proposing semi-
supervised deep classification and deep clustering approaches for topic identi-
fication in cases where supervision is limited or absent, respectively. Paper I,
Paper II, and Paper III focus on addressing research questions RQ1 and
RQ2 for coarse-grained topics. Paper I and Paper II propose the devel-
opment of semi-supervised classification models using deep learning for news
topic identification in cases where pre-defined coarse-grained topics are of inter-
est and there is insufficient labeled data available to effectively train a classifier
in a fully supervised manner. Additionally, Paper III proposes deep clustering
in scenarios where a set of predefined classes is absent, yet there is a desire to
explore coarse-grained topics within the news dataset.

Paper IV and Paper V address research questions RQ3 and RQ4, re-
spectively. Paper IV introduces a novel model for story discovery in news
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streams, while Paper V initiates the study of using both news text and images.
In the discovery of event-based topics, in particular, it introduces a multimodal
dataset for event-based topic discovery in multimodal news streams, along with
a baseline model tailored for this task.

5.1 Paper I

Arezoo Hatefi, Xuan-Son Vu, Monowar Bhuyan, and Frank Drewes. Cformer:
Semi-Supervised Text Clustering Based on Pseudo Labeling. In Proceedings of
the 30th ACM International Conference on Information & Knowledge Man-
agement (CIKM), pp. 3078-3082, 2021.

Paper Contributions

This paper is motivated by a scenario in contextual advertising where the num-
ber of classes is known, but there are only a few labeled examples available for
each class, while the majority of the dataset remains unlabeled. To tackle this
issue, the paper introduces Cformer, a semi-supervised approach that utilizes
the teacher-student architecture employed in pseudo-labeling.

Cformer adapts the MPL method proposed by Pham et al. [115] from the
computer vision field for semi-supervised text classification, incorporating nec-
essary modifications to suit text data. This architecture aims to mitigate the
confirmation bias inherent in pseudo-labeling methods by iteratively training
the teacher and student models. Feedback from the student to the teacher in
each iteration informs the teacher about the quality of the generated pseudo-
labels, facilitating self-improvement. Consequently, the teacher is trained using
a supervised loss computed for the labeled dataset, a consistency loss calcu-
lated based on the unlabeled dataset and an augmented version of it, and
feedback from the student, represented by the loss value of the student for the
labeled dataset. Additionally, the student undergoes supervised training using
the pseudo-labels generated by the teacher for the unlabeled data.

In Cformer, the teacher and student share the same architecture, which
consists of a BERT encoder followed by an MLP for performing the classi-
fication task. Furthermore, the paper proposes a version of Cformer called
Distill-Cformer, in which a DistilBERT model is used as the text encoder in
the student. After being trained, this student is better suited for resource-
limited environments.

The experiments demonstrated that Cformer could surpass state-of-the-
art semi-supervised text classification methods when a reasonable amount of
labeled data for each class is available. Additionally, despite its smaller size,
Distill-Cformer exhibited performance on par with Cformer.
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Author Contributions

As the main author, I contributed to formulating the problem, implementing
the code and experiments, analyzing the results, and leading the writing of
the first draft. Xuan-Son Vu offered valuable guidance and support through-
out the process, especially in formulating the problem, analyzing the results,
and incorporating them into the first draft. Frank Drewes fulfilled advisory
roles, engaging in discussions concerning problem formulation, experiments,
and result presentations. Additionally, he made significant contributions to
the writing of the first draft by writing the introduction section and review-
ing and providing feedback on other sections. Monowar Bhuyan engaged in
discussions and provided feedback on the draft.

5.2 Paper II

Arezoo Hatefi, Xuan-Son Vu, Monowar Bhuyan, and Frank Drewes. The
Efficiency of Pre-training with Objective Masking in Pseudo Labeling for Semi-
Supervised Text Classification. Submitted to the Northern European Journal
of Language Technology (NEJLT), 2023.

Paper Contributions

This paper proposes CformerM, an extension of the Cformer introduced in
Paper I. CformerM incorporates an unsupervised pre-training phase, further
training the text encoders of the teacher and student models on the unlabeled
data using objective masking. Objective masking prioritizes masking topic
words from a topic word list, supplemented by random word masking if neces-
sary, to mask a total of 15% of the words of the text. This masking objective
aims to enhance the text encoder ability to grasp the underlying topics in the
dataset and recognize its topical information.

To create the topic word list, the dataset undergoes LDA [13] topic mod-
eling with an appropriate number of topics. The number of topics is selected
based on the coherence scores of various topic models with differing numbers of
topics. Then, the N most relevant words for each topic are extracted using the
relevance measure introduced by Sievert and Shirley [142] and compiled into a
list. This measure includes a parameter λ that allows for the selection of the
specificity of the topic words. When λ is small, the method prioritizes words
strongly associated with the topic but less common in other topics, resulting
in distinct topics but potentially neglecting relevant words shared across top-
ics. Conversely, with a higher λ, the approach concentrates on words prevalent
within the topic and also across other topics, capturing more general aspects
of the topics. Additionally, the optimal value for N is determined through
assessing the coherence of different lists with varying values for N .

In extensive experiments conducted on datasets in English and Swedish,
CformerM was compared with numerous baselines, including Cformer, various
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state-of-the-art semi-supervised classifiers, and a variant of CformerM achieved
by employing random masking instead of objective masking. The experimental
results indicated that CformerM outperforms Cformer and other baselines in
most cases across all datasets. However, the influence of objective masking on
classification accuracy is more notable when the amount of supervised data for
classification is limited.

In comparing CformerM and its variant created with random masking, it
was demonstrated that when the dataset significantly deviates from the BERT
training data and includes domain-specific information, such as medical docu-
ments, the difference in the impact of objective masking and random masking
on the classification performance becomes more noticeable.

Moreover, a comparison was made between the proposed LDA-based method
for generating topic word lists and a simpler technique that uses TF-IDF to
identify topic words within the corpus. Specifically, words are sorted based
on their average TF-IDF scores across all documents, and the top words are
selected. It was found that creating the topic word list based on TF-IDF in-
stead of LDA is less effective, particularly when the labeled data is severely
limited. It was hypothesized that this superiority of CfromerM could be at-
tributed to the fact that the topic model considers the underlying structure of
the dataset, whereas TF-IDF relies on individual documents. Additionally, the
LDA-based method offers flexibility in choosing between highly topic-specific
words and more general ones, addressing the specific needs of the analysis,
while the TF-IDF method offers less control over the generated lists.

Last but not least, a qualitative analysis conducted indicated that pre-
training with objective masking enhances the reliability and interpretability
of the model, resulting in more accurate classification results. Additionally,
experiments conducted in a zero-shot setting demonstrated that the proposed
pre-training of the language model with objective masking could enhance the
language model’s ability to recognize examples of classes that had not been
seen before.

Author Contributions

As the main author, I contributed significantly to formulating the problem,
implementing the code and experiments, analyzing the results, and leading the
writing of the first draft. Xuan-Son Vu provided valuable guidance and support
throughout the process, particularly in formulating the problem, analyzing the
results and incorporating them into the first draft, and enhancing the illustra-
tions. Frank Drewes fulfilled advisory roles, engaging in discussions concerning
problem formulation, experiments, and result presentations. Additionally, he
made significant contributions to the writing of the first draft by writing the
introduction section and reviewing and providing feedback on other sections.
Monowar Bhuyan engaged in discussions and provided feedback on the draft.
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5.3 Paper III

Arezoo Hatefi, Xuan-Son Vu, Monowar Bhuyan, and Frank Drewes. AD-
Cluster: Adaptive Deep Clustering for Unsupervised Learning from Unlabeled
Documents. In Proceedings of the 6th International Conference on Natural
Language and Speech Processing (ICNLSP), pp. 68-77, Association for Com-
putational Linguistics, 2023.

Paper Contributions

Paper III introduces ADCluster, a deep clustering approach based on pseudo-
labeling, for document clustering. ADCluster comprises a clustering and a
classification component that iteratively promoted each other, leading to sig-
nificant performance improvements. During each iteration, K-Means clusters
the document representations generated via the language model and predicts
pseudo-labels. Subsequently, these labels are utilized to train the classifier,
consisting of the language model encoder followed by an MLP for classifica-
tion, in a supervised manner. This iterative adaptation, referred to as inner
adaptation, allows the PLM to adjust to the clustering task and generate more
clustering-friendly representations, thereby enhancing K-Means clustering in
subsequent epochs.

The paper also explores the adaptation power of ADCluster over time to
growing sets of documents, a process referred to as outer adaptation. Outer
adaptation resumes the inner adaptation when a significant amount of new data
becomes available, either by considering the entire dataset (accumulative outer
adaptation) or using only the new data (non-accumulative outer adaptation).
In this dynamic setting, the assumption is made that the number of clusters
over time remains constant, with new samples being received. In this scenario,
distribution shift only occurs within clusters. This setup is motivated by a
scenario in which there is a steady stream of content, such as news articles,
centering around a fixed set of topics, albeit with changing focus over time.
For instance, during major sports events like the FIFA World Cup, sports
news primarily revolves around this event, even though this may not have been
the case previously.

Extensive experiments conducted on various short and long text datasets
demonstrated ADCluster’s superiority over established document clustering
techniques, particularly on medium and long-text documents, by a significant
margin. Furthermore, the proposed approach surpassed well-established base-
line methods in both accumulative and non-accumulative outer adaptation sce-
narios.

Author Contributions

As the main author, I contributed to formulating the problem, implementing
the code and experiments, analyzing the results, and leading the writing of
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the first draft. Xuan-Son Vu provided valuable guidance and support through-
out the process, particularly in formulating the problem and improving the
first draft particularly the algorithm and illustrations. Frank Drewes fulfilled
advisory roles, engaging in discussions concerning problem formulation, experi-
ments, and result presentations. Additionally, he made significant contributions
to the writing parts of the first draft and reviewing and providing feedback on
the other parts. Monowar Bhuyan engaged in discussions and provided feed-
back on the draft.

5.4 Paper IV

Arezoo Hatefi, Anton Eklund, and Mona Forsman. PromptStream: Self-
Supervised News Story Discovery Using Topic-Aware Article Representations.
Accepted to Appear in the Proceedings of the 2024 Joint International Confer-
ence on Computational Linguistics, Language Resources and Evaluation (LREC-
COLING), 2024.

Paper Contributions

The paper introduces a methodology for discovering news stories within a news
stream known as PromptStream. PromptStream utilizes an online clustering
approach to assign articles in the stream to their relevant stories. This involves
employing a sliding window that traverses the stream, serving as a representa-
tion of the time frame of interest. As the window progresses, new news articles
are sequentially clustered into news stories based on their temporal order. To
assign a news article to a suitable cluster, PromptStream compares it only with
the existing clusters within the time frame of the sliding window. If the article’s
resemblance to a story exceeds the similarity threshold, it is clustered into that
cluster; otherwise, a new story is initiated with this news article.

PromptStream generates topic-aware document representations by combin-
ing a prompt-based representation with the output of a mean pooling layer
applied to the last layer of the PLM. The prompt-based representation is con-
structed using a cloze-style template that prompts the model about the topic
of the given text:

[ topic : <mask> ] <title> <body>

where <title> and <body> represents the title and body of the news article,
respectively. This representation extracts topic-specific information from the
text by prioritizing attention to topic-related tokens and entities. Conversely,
mean pooling provides a broader representation of the entire document. By in-
tegrating these two representations, the approach effectively leverages both the
detailed, contextually rich information acquired from cloze-based prompting
and the global context captured through mean pooling.
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Moreover, the text encoder remains consistently updated to reflect the lat-
est context within the news stream through continual learning techniques. A
memory is maintained, filled with the most confident clustering results based
on the resemblance of the articles to the stories they are clustered into for a
certain duration (e.g., 10 days). At the end of this period, these samples are
replayed to update the encoder using cluster-level contrastive learning. This
process encourages articles to move closer to the center of their respective
clusters while simultaneously being pushed away from other cluster centers,
resulting in enhanced uniformity and alignment of the embeddings. Given a
batch B of positive article-story pairs (d, s) ∈ B the cluster-level contrastive
loss function is computed as follows:

Lcts = −
∑

(d,s)∈B
log

exp (cos(Rd, Rs)/τ)∑
s′∈SW exp (cos(Rd, Rs′)/τ)

where τ is a temperature parameter and SW is the set of existing stories in
window W. Through extensive experiments, PromptStream was compared with
state-of-the-art methods, demonstrating its superior performance across three
news stream datasets.

Author Contributions
As the main author, I played a vital role in formulating the problem, implement-
ing the code and experiments, analyzing the results, and leading the writing
of the first draft. Anton Eklund engaged in discussions concerning problem
formulation and experiment designs. Additionally, he conducted a qualitative
analysis on the method’s results, presenting them in the “Qualitative Analysis”
section of the paper. Moreover, he made significant contributions to improv-
ing the first draft and enhancing the illustrations. Mona Forsman fulfilled
advisory roles, engaging in discussions concerning problem formulation, exper-
iments, and result presentations. Additionally, she reviewed and commented
on the draft.

5.5 Paper V
Arezoo Hatefi, Johanna Björklund, Xuan-Son Vu, and Frank Drewes. METOD:
A Dataset and Baseline for Multimodal Discovery of Event-Based News Topics.
Submitted to the International Journal of Multimedia Information Retrieval,
2024.

Paper Contributions
Given that online news reporting typically integrates various modalities such
as text, images, video, audio, and other data types to convey information, this
paper proposes event-based topic discovery in a stream of multimodal news
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articles as a significant and challenging problem within the broader field of
topic discovery. To address the lack of an appropriate dataset for this task, the
authors annotated a dataset of image-text news articles from the New York
Times, named METOD, enabling researchers to develop and evaluate methods
for this task.

Event-based topics typically have a limited lifespan. For instance, in the
case of a sudden event like an earthquake, the initial articles usually appear
shortly after the event, and coverage gradually diminishes over time. Con-
sidering the temporal aspect of event-based topics, this paper defines some
characteristics for such topics that could be used for evaluating the perfor-
mance of event-based topic discovery algorithms. These characteristics include
topic size, topic duration, article frequency, temporal irregularity, disconnect-
edness index, suddenness, specificity, and image informativeness. Except for
the last characteristic, others are relevant for only-text news streams as well.
Additionally, the values of these characteristics are computed for the topics in
the METOD dataset to the extent possible.

Moreover, the Multimodal EventTracker, a baseline model for event-based
topic discovery in multimodal news streams, is introduced and its performance
on the METOD dataset is analyzed. Multimodal EventTracker bears similarity
to PromptStream introduced in Paper IV from the online clustering aspect.
However, its encoder differs in that it is tailored to produce a robust represen-
tation for text-image data. Additionally, the encoder remains fixed and does
not undergo continual learning. To generate the representation for the image-
text data, both text and image are initially encoded using text-specific and
image-specific encoders. Subsequently, they are combined with the similarity
of the text and image representations generated with CLIP [122] serving as the
weight of the image representation.

Author Contributions
I, Johanna Björklund, and Frank Drewes contributed equally to the problem
formulation, conceptualization, paper writing, and dataset development. In
addition, I developed and implemented the baseline model, and designed and
conducted the experiments. Moreover, Xuan-Son Vu engaged in the discussions
regarding problem formulation, and design and implementation of the baseline
model. He also made the first version of Figure 1, wrote the “Datasets in news
clustering” part of the “Related Work” section, and reviewed and commented
on the other parts of the manuscript.
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Abstract: We propose a semi-supervised learning method called Cformer for
automatic clustering of text documents in cases where clusters are described by
a small number of labeled examples, while the majority of training examples
are unlabeled. We motivate this setting with an application in contextual
programmatic advertising, a type of content placement on news pages that does
not exploit personal information about visitors but relies on the availability of
a high-quality clustering computed on the basis of a small number of labeled
samples.

To enable text clustering with little training data, Cformer leverages the
teacher-student architecture of Meta Pseudo Labels. In addition to unlabeled
data, Cformer uses a small amount of labeled data to describe the clusters
aimed at. Our experimental results confirm that the performance of the pro-
posed model improves the state-of-the-art if a reasonable amount of labeled
data is available. The models are comparatively small and suitable for deploy-
ment in constrained environments with limited computing resources.

Key words: meta pseudo clustering, semi-supervised learning, pseudo labeling

1 Introduction

Clustering in its purest form refers to unsupervised methods for dividing a
set of n data points into k so-called clusters, groups of closely related points.
For this, a similarity measure between data points is required. When the
objective is to cluster text documents, using the similarity of document vectors
given by some standard model usually does not work very well because of
the high dimensionality of these vector spaces [1]. Furthermore, downstream
tasks often require the clusters to carry meaning. An application area in which

∗The paper has been published in the Proceedings of the 30th ACM International Con-
ference on Information & Knowledge Management (CIKM ’21), and has been re-typeset to
match the thesis style.
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Figure 1: A conceptual comparison of personalized and contextual advertising.
The former exploits personal information, the latter uses only the news content,
thus being less intrusive.

this is the case is the one that motivated this work: contextual programmatic
advertising. To make clusters reflect intended meaning, one would ideally want
the clustering approach to be trained on labeled data. Unfortunately, this area
is also one in which large amounts of labeled data are hard to come by.

In programmatic advertising [12], the aim is to fill ad space on, e.g., a news page,
in real time with suitable ads when a visitor of the site accesses the page. To
accomplish this, programmatic advertising platforms conduct auctions for ad
space the moment pages are accessed. Software agents representing advertisers
place their bids according to their notion of how much the advertising space is
worth, and the ad space goes to the one who wins the auction. The worth of
the ad space is traditionally estimated based on personal information about the
visitor, such as their viewing history. Contextual advertising is a comparatively
new idea that challenges this model. It avoids the use of personal information
for both privacy and efficiency reasons by focusing on the content of the news
page to decide how well the ad fits it.1

Here, “fitting” often does not simply mean that the contents of news article
and ad align. Companies often conduct advertising campaigns during which
they want their ads to be seen (or not to be seen) in contexts that promote a

1If someone has recently bought new shoes but they are currently looking at a news page
about self-education, they might not be interested in buying yet another pair of shoes, but
would perhaps be inclined to sign up for online courses (see Figure 1).
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certain image, regardless of the specific product being advertized.

Abstractly, each desired context can be understood as a cluster. These clusters
and their descriptions change over time as campaigns are canceled and new ones
are set up. Most importantly, as campaigns may focus on arbitrary aspects,
there is typically little labeled data available. To cope with this situation, we
propose Cformer, a semi-supervised clustering approach that makes use of a
small amount of labeled documents (news articles provided as typical example
contexts for a given advertising campaign) and a larger number of unlabeled
documents (uncategorized news articles).

Cformer is inspired by the recent work of Pham et al. [11] on meta pseudo la-
bels, an extension of pseudo labeling. The latter is a successful semi-supervised
learning method which resulted in state-of-the-art performance in many com-
puter vision tasks. It works by having a pair of networks, a student and a
teacher. The teacher model predicts labels for unlabeled data, so-called pseudo
labels. Then both pseudo labeled data and the original labeled data are used
to train the student. To tackle the confirmation bias (the student learns to
confirm the teacher), the idea of meta pseudo labeling is to train teacher and
student in parallel, letting the teacher use the performance of the student on
labeled data to predict better pseudo labels. We transfer this idea to the realm
of text clustering. Also, our Distill-Cformer model departs from using identical
teacher and student architectures. This speeds up training, which is important
for contextual advertising due to the frequently changing campaigns.

The main contributions of the present work are:

• The proposed Cformer model utilizes meta pseudo labels for document
clustering. The architecture is adaptable to similar tasks such as document
classification and document retrieval.

• We further introduce Distill-Cformer to confirm the effectiveness of our
proposed architecture on a much smaller neural model (i.e., DistilBert [13])
for the student, thus considerably reducing the overall training time.

• We conduct performance tests with two benchmark datasets. The results
of these experiments indicate that Cformer and Distill-Cformer outperform
the state of the art in most cases.

2 Related Work

Previous work on contextual advertising tried to exploit prior knowledge (usu-
ally in the form of labeled words for each class) or generating labeled data au-
tomatically. Jin, Wanvarie, and Le [6] model contextual targeting as a lightly-
supervised one-class classification problem. Their algorithm takes unlabeled
documents and the labeled keywords for the target class c as input and returns
a classifier Mc identifying documents that belong to class c.

Jin, Kadam, and Wanvarie [5] automatically map the categories in the Interac-
tive Advertising Bureau (IAB) taxonomy to category nodes in the Wikipedia
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category graph and propagate labels across the graph to obtain a list of labeled
Wikipedia documents for training purposes.

We tackle document clustering with limited labeled data by semi-supervised
learning. Such methods add more flexibility to supervised approaches by need-
ing only a very small portion of the dataset to be labeled. Many of the re-
cent approaches in semi-supervised learning use consistency training on a large
amount of unlabeled data [7, 14]. These methods regularize model predictions
to be invariant to small levels of noise. Data augmentation methods are used
to enlarge labeled datasets in supervised learning cases when training data is
not sufficient, e.g., in Augmented SBERT [15]. Further, these methods can
be used to inject noise to data. Xie et al. [16] investigate the role of noise
injection in consistency training and propose Unsupervised Data Augmenta-
tion (UDA) to replace the traditional noise injection methods by high quality
data augmentation such as back translation of textual data. Chen, Yang, and
Yang [3] propose the data augmentation method TMix that takes in two text
instances and interpolates them in their corresponding hidden space. Based
on TMix they propose MixText, a semi-supervised learning method for text
classification and clustering. MixText predicts labels for unlabeled data and
then uses TMix to interpolate between labeled and unlabeled data to impose
a regularization on the model.

3 Methodology

Figure 2 shows our proposed approach for semi-supervised clustering. Following
the architecture of [11], we have a teacher model T with learnable parameters
ΘT (left side in Figure 2) and a student model S with learnable parameters
ΘS (right side in Figure 2) that are trained in parallel. The teacher is trained
with the Unsupervised Data Augmentation (UDA) objective [16] and feedback
from the student [11]. The UDA objective consists of supervised loss on labeled
data and consistency loss between unlabeled and augmented data. Additional
feedback is the performance of the student on labeled data (which is assumed to
be correctly labeled). The student is trained with supervised loss on the pseudo
labeled data provided by the teacher. Augmented data is built by applying text
augmentation techniques (e.g., word substitution with the most suitable word
found by ContextualWordEmbsAug [9]) on unlabeled data. As Figure 2 shows,
both the student and the teacher consist of encoders that map documents to
their distributed representations (transformer and a mean pooling module that
computes the average of the transformer outputs in different positions) followed
by a classifier.

In a first training step, a batch of labeled data (xl, yl) (track 1○ in Figure 2),
a batch of unlabeled data xu (track 3○), and its augmented version xa (track
2○) are fed to the teacher. The cross entropy loss is computed between labels
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Figure 2: The teacher(left network)-student(right network) architecture of
Distill-Cformer.

yl and teacher outputs for xl:

Loss lT = CrossEntropy(yl, T (xl; θT )) .

Unsupervised or consistency loss is computed using xu and xa. The consis-
tency loss constrains the model predictions to be invariant to input noise by
forcing augmented samples to have the same labels as the original data sam-
ples. Moreover, to encourage the model to predict confident low-entropy labels
for unlabeled data, we use a sharpening function over soft predictions for xu

denoted as ysoftu . We utilize the sharpening function used in Chen, Yang, and
Yang [3]. Given soft pseudo labels ysoftu and a temperature hyper-parameter
Temp

ysoftu = T (xu; ΘT )

ysharpu = sharpen(ysoft
u ,Temp) =

(ysoft
u )

1
T

∥(ysoft
u )

1
T ∥

where ∥.∥ is the l1-norm of the vector. So, the teacher unsupervised loss is

LossuT = CrossEntropy(ysharpu , T (xa; ΘT )) .

We found it helpful to mask out examples that the current model is not confi-
dent about. So, in each batch, the consistency loss term is computed only on
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examples whose highest probability among clustering categories is greater than
an experimentally determined threshold β.

In a second step, the student model learns from pseudo labeled data annotated
by the teacher. The augmented batch xa (as a regularization to make the
student insensitive to noise) and hard pseudo labels yhardu (cross-point 4○ in
Figure 2) are fed to the student. The student tries to minimize the cross
entropy loss between the hard pseudo labels and its own predictions. The hard
pseudo labels yhardu are generated by considering the clusters with the highest
values among the soft pseudo labels ysoftu as the correct clusters. Therefore:

yhardu = j : ysoftu,j = max
i

(ysoftu,i )

Loss lS = CrossEntropy(yhardu , S(xa; ΘS)) .

In parallel, the teacher learns from the reward signal of how well the student
performs on labeled data (xl, yl) (dotted line 5○ from student to teacher in
Figure 2). This loss is called Meta Pseudo Labels (MPL) loss. Using the
parameters of the student after updating with Loss lS as Θ

′
S :

LossMPL
T = ∇ΘT

CrossEntropy(yl, S(xl; Θ
′
S)) .

To see how this loss is exactly computed and its derivation equations, we refer
to Pham et al. [11].

Combining the three losses, we get the overall objective function of the teacher:

LossT = Loss lT + λu ∗ lossuT + LossMPL
T

where λu is the contribution coefficient of the consistency loss.

Finally, as the student only learns from unlabeled data with pseudo labels
generated by the teacher, we fine-tune the student (that has converged after
training with pseudo labels) on labeled data to improve its accuracy. Moreover,
to increase the generalization capability of both student and teacher, we use
label smoothing [10] when computing supervised losses Loss lT and Loss lS to
prevent the model from overfitting to labeled data.

4 Experiments and Result Analysis

We perform experiments with two English text classification benchmark
datasets: AG News [17] and Yahoo! answers [2]. For Yahoo! answers, we
obtain the text to be clustered by concatenating the question title, question
content and best answer; for AG News we only utilize the news content (with-
out titles). To be comparable with our baselines, we randomly sample the same
amount of data as in [3] from the original training sets for our unlabeled and
validation sets and used the original test sets. The dataset statistics and splits
are available in Figure 1. To generate augmented data from unlabeled data,
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Table 1: Dataset statistics and dataset split. The number of sentences and
words are denoted by #s and #w, respectively. The number of unlabeled, dev,
and test data items are given in terms of the number of data items per class.

Dataset Classes Documents Average #s Max #s Average #w Max #w Vocabulary Unlabeled Dev Test

Yahoo! answers 10 1,450,000 6.4 515 108.4 4002 1,554,607 5000 5000 6000
AG News 4 120,000 1.7 20 36.2 212 94,443 5000 2000 1900

Table 2: Experimental results of our proposal models (Cformer & Distill-
Cformer) in comparison with SoTA models. Bold values indicate the highest
performance per column.

Dataset Model 10 200 2500 Dataset Model 10 200 2500

AG News

BERT 69.5 87.5 90.8

Yahoo! answers

BERT 56.2 69.3 73.2
UDA [16] 84.4 88.3 91.2 UDA [16] 63.2 70.2 73.6
MixText [3] 88.4 89.2 91.5 MixText [3] 67.6 71.3 74.1
Cformer (Ours) 88.7 89.9 91.8 Cformer (Ours) 66.8 72.0 74.5
Distill-Cformer (Ours) 88.0 90.0 91.9 Distill-Cformer

(Ours)
65.2 71.9 74.3

we use the library nlpaug [9]. We substitute text words based on contextual
word embeddings with probability 0.9.

We use MixText [3] together with two of its baselines (BERT [4] and UDA [16])
as our baseline models and compare our results against the results for these
models as reported in [3]. The BERT baseline is a BERT-base-uncased model
fine-tuned only with the labeled data for text classification. It consists of a two-
layer MLP (as in our model) on top of the BERT encoder. The UDA baseline
is a PyTorch version of the original UDA model implemented for GPU by the
inventors of MixText. We consider two variations of our proposed architecture
with different encoder components:

1. Cformer model: the student and the teacher models both use the BERT-
base-uncased model.

2. Distill-Cformer model: the teacher is the same as in Cformer but the
student uses DistilBERT-base-uncased.

The teacher and student models in Cformer have 109.58 million parameters;
the student in Distill-Cformer has 66.46 million parameters. We use the BERT-
based-uncased tokenizer to tokenize the text, average pooling over the output
of the transformer to aggregate word embeddings into document embedding,
and a two-layer MLP with a 128 hidden size and hyperbolic tangent as its acti-
vation function (the same as in MixText) to predict the labels. Documents are
truncated to their first 256 tokens. Like UDA and MixText, in all experiments,
the labeled and unlabeled batch sizes are 4 and 8, respectively. Both models
are trained with the AdamW optimizer [8]. We train our models for 7000 steps
(including 50 warm-up steps) and evaluate them every 500 steps. To avoid
overfitting, we use early stopping with delta 5E-3 and patience 4. We set the
learning rate of the transformer and classifier components in both models to
1E-5 and 1E-3 respectively. After training both models, we fine-tune the stu-
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dent on the labeled dataset using the AdamW optimizer with a fixed learning
rate of 5E-6 and a batch size of 32, running for 10 epochs. The temperature
T for sharpening is set to 0.5 for Yahoo answers and 0.3 for AG News. The
confidence threshold β is set to 0.9 and the label smoothing parameter is 0.15
for both datasets. For the contribution coefficient of unsupervised loss in the
teacher loss function λu, we start from 0 and increase it linearly for 6000 steps
until it reaches 1. All experiments are run using 4 GPU V100 32GB. With small
batch sizes, the model can be trained using other regular GPUs. Since we kept
the same batch size as previous work, the training process only occupies 16GB
of memory per GPU.

4.1 Result Analysis

Table 2 presents our results with Cformer and Distill-Cformer in comparison
with other methods.

Overall performance of Cformer. In comparison with the current state-
of-the-art models, we can observe that ours yield good performance across the
considered datasets. First, our model outperformed UDA in all experiments.
In fact, Cformer achieves better accuracy than UDA from 0.6% to more than
4% across these datasets. Since the teacher in our model is trained with the
UDA objective function, this shows the effectiveness of using pseudo labels
and knowledge distillation from teacher to student. Second, in comparison to
MixText, Cformer stably works better on both datasets unless the number of
labeled samples is very small. For 10-shot cases, Cformer achieves better per-
formance on AG News but worse on Yahoo! answers. In this regard, it is worth
observing that the AG News dataset is easier to learn than the Yahoo! answers
dataset, due to its smaller vocabulary and the smaller number of documents.
Therefore, less labeled data is required to learn how to classify AG news than
for the Yahoo! answers dataset.

Cformer vs. Distill-Cformer. Given the requirement of getting high per-
formance in constrained environments, we are especially interested in analyz-
ing Distill-Cformer. Generally, it exhibits on-par performance compared to
Cformer even though its student model is considerably smaller. The gap in
performance is less than 0.2% in most cases. This indicates that the size of
the model is not a bottleneck as long as the knowledge distillation works effec-
tively. Moreover, Distil-Cformer offers faster inference time than Cformer since
its architecture is smaller in size. Specifically, testing on the Test set of Ya-
hoo! answers dataset with one GPU, the inference time of Distil-Cformer was
143.5 seconds, which is 2 times faster than that of Cformer (287.0 seconds).
This result again confirmed the finding of Sanh et al. [13] pointing out that
“DistilBERT retains 97% of the performance with 40% fewer parameters”.
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5 Conclusion

We have presented Cformer, a teacher-student architecture for semi-supervised
text clustering in contexts where clusters are given by a limited number of la-
beled samples. An example application is dynamic content placement on con-
textual advertising platforms. In general, we expect the technique to be useful
for all downstream tasks which require text classification based on partially
labeled training data, especially when the labels and the amount of labeled
data change over time (as in the case of advertising campaigns).

Cformer showcases a new approach in dealing with both short and long texts
datasets. It effectively performs better on both short text data (AG News)
and long text data (Yahoo! answers) by integrating the knowledge distillation
into the learning process. Moreover, the proposed models work effectively on
both full-size BERT and DistillBERT as the encoders. Cformer outperforms
the state-of-the-art approaches with various settings, especially when sufficient
labeled data is available. For applications such as content placement on web
pages, a useful extension would be a multimodal version (e.g., Zong et al. [18]
on multimodal clustering).
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Abstract: We extend and study a semi-supervised model for text classification
proposed earlier by Hatefi et al. for classification tasks in which document
classes are described by a small number of gold-labeled examples, while the
majority of training examples is unlabeled. The model leverages the teacher-
student architecture of Meta Pseudo Labels in which a “teacher” generates
labels for originally unlabeled training data to train the “student” and updates
its own model iteratively based on the performance of the student on the gold-
labeled portion of the data. We extend the original model of Hatefi et al. by
an unsupervised pre-training phase based on objective masking, and conduct
in-depth performance evaluations of the original model, our extension, and
various independent baselines. Experiments are performed using three different
datasets in two different languages (English and Swedish).

1 Introduction

Automatic topic classification of news articles is of great practical and com-
mercial interest because of the huge number of news articles produced around
the globe every day. Hatefi et al. [9] have proposed a semi-supervised model
Cformer for this task. One application area described at some length in that
article is contextual advertising, also called cookieless advertising, which places
ads in online news media based on the content of the news being viewed rather
than on personal information about the viewer.

Applications such as this one often need to pre-determine the topics of interest.
For example, a company running an advertisement campaign usually wants its
ads to be seen in certain contexts and – often more importantly – not to be seen
in others. For this, one would like to tag each article by a topic of interest.

∗The paper has been submitted to the Northern European Journal of Language Technol-
ogy (NEJLT), and has been re-typeset to match the thesis style.
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To create such a topic model, one would ideally want to train it on labeled
data. However, since the topics of interest may frequently change and cannot
be expected to be taken from a preconceived global set, the assumption of
having sufficiently much labeled data for training is unrealistic. The best one
may hope for is to be given a training set that consists of (a) a comparatively
large set Du of unlabeled articles of the general type to be classified and (b) a
much smaller set Dg of gold-labeled examples for each of the topics in question.

Given the effectiveness of neural methods in natural language processing, a
widespread approach to grouping documents into topics is to define a similarity
measure via the distance between document embedding vectors and then use a
general purpose clustering method such as K-Means to group documents into
distinct classes [28, 7]. However, as pointed out by Aggarwal, Hinneburg, and
Keim [1] the high dimensionality of these vector spaces has a negative impact
on the accuracy of such an approach. Therefore, more robust methods such
as MixText [5] and UDA [25] have been proposed in the literature. A third
approach, recently proposed by Hatefi et al. [9], is called Cformer. It is a semi-
supervised approach that makes use of a small setDg of gold-labeled documents
(such as news articles provided as typical examples of the clusters of interest)
and a larger setDu of unlabeled documents. Cformer employs a student-teacher
architecture originally proposed by Pham et al. [19] for computer vision: two
BERT models, the teacher and the student, are trained in an iterated fashion.
The teacher predicts pseudo-labels for documents in Du, thus turning it into a
pseudo-labeled dataset Dp. The dataset Dp is then used for supervised training
of the student. In the next step, the teacher’s ability to predict pseudo-labels is
improved, using the performance of the student on Dg as its objective function.
Eventually, when the iterative process has converged, Dg is used to fine-tune the
student, yielding the final model. An advantage of Cformer is that the student
can be replaced by one based on a smaller model such as DistilBERT to reduce
the model size. This variant of Cformer is called Distil-Cformer. The empirical
results of Hatefi et al. [9] indicated that both Cformer and Distil-Cformer yield
results on par with or better than MixText and UDA.

The major contributions of this paper are

• the model CformerM that extends Cformer by including an unsupervised
pre-training phase based on objective masking,

• a comparison of Cformer and CformerM with each other as well as with
MixText [5], UDA [25], FLiText [13], PGPL [26], and BERT [6] on AG
News and Yahoo! Answers, Medical Abstracts, and a Swedish real-world
dataset of news articles, and

• an investigation of the effectiveness of the objective masking in CformerM,
its impact on zero-shot classification, and its effect on the reliability and
interpretability of the model.

The purpose of introducing masking into the learning process is to fine-tune
the basic BERT models underlying the teacher and the student to improve
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Figure 1: A high-level overview of Random Masking in comparison to Objective
Masking. While the former is used for general purpose language models, the
latter is preferable for increasing the sensitivity of a language model to topical
information.

their ability to recognize topical information in D (see Figure 1). For this,
we first create an independent unsupervised topic model for the dataset using
Latent Dirichlet Allocation (LDA, Blei, Ng, and Jordan [3]). This enables us to
choose words carrying topical information. These words are used in objective
masking to pre-train the BERT models which will afterwards be trained in the
semi-supervised fashion of Cformer.

As we shall see, the model that uses objective masking, called CformerM,
outperforms Cformer and other SoTA baselines over two public benchmark
datasets (in English) and one private dataset (in Swedish).1 This confirms the
effectiveness of objective masking in adjusting the language models (LMs) to
the classification task. However, the extent of the improvement depends on the
characteristics of the dataset and the number of labeled examples.

Organization. The rest of the paper is organized as follows. An introduction
to the basic notions used in this research and a discussion of related work is
provided in Section 2. A description of the architecture of Cformer and how it
is turned into CformerM can be found in Section 3. The experimental setup
and a comprehensive analysis of results are presented in Section 4. Finally,
Section 5 summarizes our main conclusions.

1The private dataset is available from the owner upon request; see Section 5. This ensures
that our results can be reproduced.
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2 Terminology and Related Work

We briefly discuss some known concepts and methods that are used in this
work.

2.1 Unsupervised Topic Modeling

The model CformerM introduced in this paper requires an unsupervised topic
model of the dataset. To create such a model, we use Latent Dirichlet Alloca-
tion (LDA) by Blei, Ng, and Jordan [3]. LDA is a statistical topic modeling
algorithm that considers topics as distributions over vocabulary words, and
documents as probabilistic mixtures of these topics and attempts to infer these
distributions using statistical information. To model the distributions, LDA
uses Dirichlet distributions and to infer their parameters, it uses a generative
process whereby documents are created from words. Given a corpus D and a
number K that determines the number of latent topics to look for in D, LDA
attempts to assign multinomial distributions θd ∼ Dir(α) to each document
d, and ϕk ∼ Dir(β) to each topic k in such a way that the probability of D
is maximized if we imagine to generate each document d word by word.2 To
generate document d, for each position in the document, LDA first chooses a
topic k from θd and then samples a word from ϕk. Blei, Ng, and Jordan [3]
utilize variational Bayes to estimate the optimal parameters of θd and Φk.

2.2 Semi-supervised Classification

Semi-supervised learning is an emerging research direction attempting to find
ways to deal with a lack of labeled samples by relying only on a very small
gold labeled subset Dg of the dataset. Many of the recent approaches in semi-
supervised learning use consistency training on a large amount of unlabeled
data [11, 24]. These methods regularize model predictions to be invariant
to small levels of noise. Xie et al. [25] investigate the role of noise injection in
consistency training and proposed Unsupervised Data Augmentation (UDA) to
substitute the traditional noise injection with high quality data augmentation
(e.e., back translation for textual data).

Pseudo labeling and its extension to meta pseudo labeling are other examples of
semi-supervised learning approaches. Pseudo labeling [12] uses two networks,
called teacher and student. The teacher is trained on the gold-labeled portion
Dg of the dataset to predict labels, so-called pseudo labels, for the unlabeled
portion Du of the dataset. This turns Du into the pseudo labeled dataset Dp.
Dg ∪Dp is then used to train the student in a supervised manner. A drawback
of this approach is that it lacks a mechanism for correcting inaccurate pseudo

2Here, α and β are the parameters of the Dirichlet prior distributions. They reflect a-priori
beliefs on the document-topic distribution and topic-word distribution, respectively.
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labels. To solve this problem, Pham et al. [19] invented the meta pseudo label
approach which trains both models in an iterative fashion: when the student
has been trained with pseudo-labeled data, its performance on Dg is used as an
objective function to improve the ability of the teacher to create helpful pseudo
labels.

Chen, Yang, and Yang [5] introduce a new text augmentation method called
TMix that takes in two texts and interpolates them in their corresponding se-
mantic hidden space. The idea behind TMix is to enforce a regularization on
the model to make it behave linearly over the training data. Furthermore, the
paper proposes a new semi-supervised learning method for text classification
based on TMix called MixText: a text encoder (BERT) with TMix augmenta-
tion with a linear classifier on top. In each training iteration, it first predicts
labels for Du using the current model and then continues to train the model
with Dp using TMix.

Liu et al. [13] introduce another model, FLiText, that uses a two-stage ap-
proach, where an inspirer network based on a language model is first trained
using both labeled and unlabeled data. Subsequently, this network is distilled
into a smaller model. In the second stage, FLiText uses output-based distilla-
tion, which relies on the output of the inspirer, and feature-based distillation,
which uses the layer weights of the inspirer to guide the training of the target
network while maintaining the parameters of the inspirer network.

Yang et al. [26] introduce prototype-guided pseudo-labeling (PGPL) for semi-
supervised text classification. To mitigate bias caused by imbalanced datasets,
they track the number of samples used from each class in the training history.
For each class, they select the k nearest samples to the corresponding class
prototype for the subsequent training iteration to ensure a balanced training
process. Additionally, they employ prototypes for prototype-anchored contrast-
ing, pushing samples toward their respective class prototypes and away from
others.

2.3 Masking

Masking is a technique that can be used in training a language model (LM).
It was originally applied to transformer architectures like BERT in the form of
masked language modeling (MLM), to make them learn lexical and syntactic
patterns from unlabeled text data. Recently, new masking tasks have been pro-
posed to embed downstream task-related information into general pre-trained
language models. Joshi et al. [10] propose SpanBERT that masks random
contiguous spans of text instead of individual tokens to better represent and
predict spans of text.

In this paper, we investigate whether pre-training based on masking can im-
prove Cformer. For this, we first use LDA to find words in the dataset that
carry topical information (independently of the specific topics directing the
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later classification). We then mask these words in a pre-training phase using
the whole-word-masking approach to make the language model more sensitive
to topic information in the dataset. In contrast to the work of Gu et al. [8],
our pre-training works in a completely unsupervised manner (using LDA).

2.4 Topic Coherence

Our method uses measures of topic coherence to find out which words to mask.
Topic coherence measures take the N top words of a topic, compute confir-
mation values for individual words or subsets of words, and sum those con-
formation values up. Röder, Both, and Hinneburg [20] proposed a unifying
framework consisting of four parts to represent coherence measures. Accord-
ing to this framework, given a sequence of words w1, w2, . . . , wN character-
izing a topic (ordered by importance), a topic coherence measure considers
pairs (Wtarget,Wsupp) of subsets of W = {w1, . . . , wN}. For each of the con-
sidered pairs, a confirmation value κ(Wtarget,Wsupp) is computed based on
word probabilities. This value is intended to reflect how well Wsupp supports
Wtarget. These values are then accumulated into a single value representing
the overall topic coherence. Topic coherence measures differ in (a) which
pairs (Wtarget,Wsupp) are considered, (b) how, given certain word probabil-
ities, κ(Wtarget,Wsupp) is defined, (c) how word probabilities are calculated,
and (d) how the values are accumulated.

For CformerM, we use the two coherence measures CUMass and Cv by Mimno
et al. [16] and Röder, Both, and Hinneburg [20], respectively. They are briefly
described below, using the framework of [20].

CUMass is given as follows.

• The pairs considered are all (Wtarget,Wsupp) = ({wi}, {wj}) (simplified to
(wi, wj) below) with 1 ≤ j < i ≤ N .

• The probability of wi is defined to be the fraction of documents in which
wi occurs.

• For every pair (wi, wj), the confirmation value is defined to be the loga-
rithm of the conditional probability of wi given wj , slightly adjusted by a
small term ϵ to avoid taking the logarithm of zero:

κ(wi, wj) = log
P (wi, wj) + ϵ

P (wj)
.

• The overall topic coherence is the average of all κ(wi, wj), 1 ≤ i < j ≤ N .

Cv is a more complex measure given as follows:

• The considered pairs are all (Wtarget,Wsupp) = ({wi},W ), for 1 ≤ i ≤ N ,

• The probability of wi is defined to be the fraction of virtual documents
in which wi occurs. For this, a sliding window technique is used: viewing
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every original document as a string of words, every substring of length λ is
a virtual document. (We use the same λ as Röder et al., namely λ = 110.)

• An indirect measure is used to capture semantic relations: first, a di-
rect measure κ0 is used to map every word wi to a context vector
vi = (vi1, . . . , viN ) by setting vij = κ0(wi, wj).

3 Moreover, vW =
∑N

i=1 vi.
Now, the confirmation measure used by Cv is κ(wi,W ) = simcos(vi, vW ),
where simcos denotes cosine similarity.

• Again, the overall topic coherence is the average of all κ(wi,W ), 1 ≤ i <
j ≤ N .

Since the indirect confirmation of Cv captures even semantic relations that
may not materialize as direct confirmation, Cv is considered closer to human
perception of coherence; cf. [20]). The downside of Cv is a much larger running
time resulting from the consideration of a large number of virtual documents
and the computation of the context vectors. However, we note also that Cv

requires only Ω(N) memory cells during segmentation, whereas CUMass requires
Ω(N2). Therefore, even though CUMass has a shorter running time, it may reach
the limit of available memory if the number N of words describing each topic
is large.

3 Cformer and CformerM

This section describes both Cformer, as proposed by Hatefi et al. [9], and its
extension to CformerM, proposed in the current paper.

Cformer uses the iterative teacher-student architecture described in the intro-
duction, which leverages pseudo labels created by the teacher to teach the
student, improves the teacher by observing the resulting performance of the
student, and iterates the process.

3.1 Cformer

A schematic overview of Cformer can be seen in Figure 2. It shows the teacher T
on the left and the student S on the right. The teacher is trained with the Un-
supervised Data Augmentation (UDA) objective [25] and feedback consisting
of the performance of the student on Dg. Thus, the UDA objective consists
of supervised loss on Dg and consistency loss between Du and an augmented
version Da of Du. The dataset Da can be built by applying a suitable text
augmentation technique such as word substitution. In our implementation, we
replace words with similar substitutes based on contextual word embeddings
with probability 0.9.

3The precise confirmation measure κ0 used by Cv is not so important for the present
discussion .
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Figure 2: CformerM architecture: BERT encoders are pre-trained on the
dataset via Objective Masking.
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The training data Dp for the student is obtained from Da by labeling it with
labels computed by the teacher, so-called pseudo labels. Thus, in a slight de-
viation from the earlier, somewhat simplified description, Dp is based on Da

rather than Du for the purpose of making the student invariant to noise by reg-
ularization. The student is then trained with supervised loss on Dp. As Figure
2 shows, both the student and the teacher consist of an encoder that maps
documents to their distributed vector representations (using a transformer and
a mean pooling module that computes the average of the transformer outputs
in different positions) followed by a classifier.

To summarize, we have the following sets of training data and their derivatives:

• Dg is the gold-labeled portion of the original training data. Below, we
will use the notations xg and ℓ(xg) to denote an arbitrary element of Dg

and its label, respectively.

• Du is the unlabeled portion of the original training data. Elements of Du

will be denoted by Du.

• Da is the augmented version of Du, obtained using UDA. The element of
Da that is the augmented version of Du will be denoted by xa.

• Dp is Da enhanced by pseudo labels provided by the teacher. The element
of Dp obtained from xa ∈ Da will be denoted by xp and the corresponding
pseudo label by ℓ(xp).

In each training step, a batch D′
g ⊆ Dg of labeled data (track 1 in Figure 2),

and a batch D′
u ⊆ Du of unlabeled data (track 3 ) and its augmented version

D′
a ⊆ Da (track 2 ) are fed into the teacher model. The cross entropy loss on

the gold-labeled batch D′
g is computed as the mean cross entropy loss between

labels ℓ(xg), for xg ∈ D′
g, and teacher predictions T (xg; θT ):

LossT (D
′
g) =

∑

xg∈D′
g

CrossEntropy(ℓ(xg), T (xg; θT ))

|D′
g|

.

Unsupervised consistency loss is computed using D′
u and D′

a. The consistency
loss constrains the model predictions to be less sensitive to input noise by de-
manding that the model assign the same labels to augmented samples xa ∈ D′

a

as to the predictions of the teacher for D′
u. To encourage the model to predict

confident low-entropy labels for unlabeled data, we use a sharpening function
applied to the soft predictions T (Du; θT ) of the teacher for ℓ(Du). For this, we
apply the same sharpening function as Chen, Yang, and Yang [5] to the soft
predictions T (Du; θT ) of the teacher. Thus, given a temperature hyperparame-

ter t, we let ℓsharp(Du) = sharpen(T (Du; θT ), t), where sharpen(T (ℓ, t)) =
t√
ℓ

∥ t√
ℓ∥

for a soft label ℓ. Here, ∥v∥ is the l1-norm of a vector v and t
√

is applied
componentwise to a vector. Thus, without any adjustments the unsupervised
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loss of the teacher would be

LossT (D
′
u) =

∑

Du∈D′
u

CrossEntropy(ℓsharp(Du), T (xa; θT ))

|D′
u|

.

However, we found it beneficial to omit samples that the current model is not
confident about. Therefore, the consistency loss for each batch is computed
only on samples whose maximal probability over all clusters is greater than
an experimentally determined confidence threshold β. This gives rise to the
unsupervised loss of the teacher which we denote by LossT (D

′
u).

Next, the student model learns from Dp. For this, the soft labels are turned
into hard labels. Formally, for a vector ℓ of soft labels, let hard(ℓ) = argmaxi ℓi.
Then LossS(D

′
p) = is given by

∑

xa∈D′
a

CrossEntropy(hard(T (Du; θT )), S(xa; θS))

|D′
a|

.

Providing every xa ∈ Da with the (pseudo) label hard(T (Du; θT )) turns Da

into Dp (cross-point 4 in Figure 2) which is fed to the student. The learning
objective of the student is to minimize the cross entropy loss between the pseudo
labels and its own predictions.

To complete the current iteration of the learning process, the teacher learns
from the reward signal of how well the student performs on the labeled batchD′

g

(signified by the dotted line 5 from student to teacher in Figure 2). Following
Pham et al. [19], this loss is called meta pseudo labels (MPL) loss. Denoting
the updated parameters of the student by θ′S , we get:

LossMPL
T (D′

g) = ∇θT

∑

xg∈Dg

CrossEntropy(ℓ(xg), S(xg; θ
′
S))

|D′
g|

.

See [19] for more details.

Combining the three losses, we define the overall objective function of the
teacher as follows.

LossT = LossT (D
′
g) + λu ∗ LossT (D′

u) + LossMPL
T (D′

g) ,

where λu is the contribution coefficient of the consistency loss. To prevent over-
fitting to Dg, we employ label smoothing [18] when computing the supervised
losses LossT and LossS .

As the student only learns from pseudo-labeled data generated by the teacher,
in a very final step after convergence we fine-tune it on Dg to improve its
accuracy.
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3.2 Pre-training by Objective Masking

We now describe how we employ masking to attune the pre-trained language
model to the dataset. For this, we create an unsupervised topic model for it,
using LDA. The steps are as follows:

1. We perform LDA on the given dataset to find K suitable topics. For each
of the resulting topics Ti (1 ≤ i ≤ K), this provides us with a sorted list
Li of its most indicative words.

2. From the total vocabulary, we now choose a subsetW ofN words by select-
ing the most relevant words of each topic. For this we reorder Li according
to a relevance measure (see below). Then if Li = wi

0, w
i
1, w

i
2, . . . , w

i
K−1,

we let W =
⋃K

i=1{wi
0, . . . , w

i
ji
} for suitable j1, . . . , jK . (How to choose K

and j1, . . . , jK is discussed below.)

3. Afterwards, in the task-specific pre-training of the transformer model, we
mask random occurrences of words on W from each document in such a
way that 15% of the tokens of each document are masked. If a document
does not contain sufficiently many words from W to reach the 15% limit,
we mask additional random words.

4. Finally, we use the fine-tuned language model as a basis for the teacher
and student of the architecture described in Section 3.1.

Algorithm 1 illustrates the overall algorithm underlying CformerM including
the pre-training phase with objective masking.

3.3 Choosing the Number of Topics for Topic Modeling

For the LDA topic modeling, we need to provide the LDA algorithm with the
number K of topics of the model to be created. To find a suitable K, we can
use coherence measures such as CUMass and Cv. Here, we apply Cv. Thus,
given a dataset, we run the LDA algorithm on it for a range of candidate
values for K and compare the resulting topic models with respect to Cv. We
determine K from the coherence plot using the well-known heuristics of the
“elbow method” (cf. Blashfield, Aldenderfer, and Morey [2]). This rule helps
identify the point where the rate of increase in the coherence scores starts to
level off, resulting in an “elbow” shape in the plot. In the degenerate case
that the first point of the graph is the highest one, we choose that one for our
experiments.

3.4 Choosing Word Lists for Masking

After choosing the most promising topic model for the dataset, we extract the
N most relevant words for each topic and compile them into a list. The selection
of N is guided by heuristics, and we subsequently assess the quality of each list
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Algorithm 1: CformerM

Input : Dg, Du – dataset (labeled and unlabeled)
fθ – pre-trained language model (BERT)
WT – MLP head of teacher
WS – MLP head of student
K – the number of topics for LDA
MaxIter – maximum number of iterations
B – training batch size
t – temperature parameter for sharpening

β –
confidence threshold for
unlabeled dataset

ηT , γT – teacher’s learning rates
ηS , γS – student’s learning rates

Output : (θ∗T ,W
∗
T ) – learned weights of teacher

(θ∗S ,W
∗
S) – learned weights of student

1 TMK ← run LDA on Dg ∪Du to find K topics;
2 TWL← topic word list from TMK ▷ see Section 3.4
3 fθT , fθS ← pre-train fθ on D with MLM objective

using TWL for masking
;

4 Da ← do augmentation for Du;
5 for iter = 1 to MaxIter do
6 D′

g, D
′
u ← batches of size B from Dg and Du;

7 D′
a ← augmented version of D′

u from Da;
8 LT ← WT (fθT (Du));
9 // Training teacher ;

10 compute LossT (D
′
g) ▷ teacher’s supervised loss

11 Lsharp
T ←

t
√

LT

∥ t
√

LT ∥
;

12 compute LossT (D
′
u)

13 ▷ teacher’s unsupervised loss

14 Lhard
T ← argmaxi L

i
T ;

15 // Training student ;
16 LS ←WS(fθS (D

′
a));

17 LossS ← cross-entropy-loss(LS , L
hard
T )

18 ▷ student’s supervised loss
19 θS ← θS − ηS ∗ LossS(θS) ▷ Update θS
20 WS ←WS − γS ∗ LossS(WS) ▷ Update WS

21 // Improving teacher ;
22 L′

S ←WS(fθS (D
′
g));

23 LossMPL
T ← ∇θT cross-entropy-loss(L′

S , Lgold)
24 ▷ teacher’s MPL loss

25 LossT ← LossT (D
′
g) + LossT (D

′
u) + LossMPL

T ;
26 θT ← θT − ηT ∗ LossT (θT ) ▷ Update θT
27 WT ←WT − γT ∗ LossT (WT ) ▷ Update WT

28 end
29 return (θ∗T ,W

∗
T ), (θ

∗
S ,W

∗
S);
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to identify the best one. The list quality is evaluated by computing the average
coherence of all topics, considering their respective N most relevant words.
To compute the topic coherence we use the coherence measures explained in
Section 2.4.

For a given N , the actual selection of the N most relevant words from each
topic uses the relevance measure introduced by Sievert and Shirley [23]. Let
ϕkw denote the probability of a word w to occur in a document of topic k ∈
{1, . . . ,K}, and let pw denote the marginal probability of w in the entire corpus.
The relevance of word w to topic k given a weight parameter λ (where 0 ≤ λ ≤
1) is defined as:

r(w, k|λ) = λ log(ϕkw) + (1− λ) log(
ϕkw

pw
) .

The N words picked from topic k ∈ {1, . . . ,K} are the N most relevant words
of topic k according to this measure. When λ is small, words that are highly
associated with the topic and not very common in other topics will receive
higher relevance scores. This makes the topics more distinct and easily inter-
pretable. However, it might not consider words that are relevant but are more
common across multiple topics. Conversely, when λ is higher, words that are
more frequent in the topic but also have higher general frequency across topics
will receive higher relevance scores. The advantage of using a larger λ is that
it can capture more general aspects of the topic, helping to identify commonly
occurring terms related to the topic across different documents.

4 Experiments and Analysis

Our experiments revolve around answering the following research questions:

Q1: How should one choose the parameters of the topic word selection method?

Q2: What is the overall performance of Cformer in comparison to the base-
lines?

Q3: How is the overall performance of Cformer and CformerM affected if the
BERT model of the student is replaced by DistilBERT, yielding Distil-
Cformer and Distil-CformerM, respectively?

Q4: Does the objective masking used in CformerM indeed improve Cformer?

Q5: What factors could impact the effectiveness of the proposed objective
masking?

Q6: Are there any benefits to utilizing topic modeling for generating topic
word lists as opposed to simpler methods such as TF-IDF?

Q7: Does the proposed masking approach affect the reliability and inter-
pretability of Cformer?

Q8: How does the performance of the models vary with different values of
hyper-parameters such as the number of GPUs and the batch size?
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Q9: How well does the proposed model perform in a zero-shot setting in com-
parison to the baselines?

4.1 Experimental Setup

Datasets

We perform experiments with two English text classification benchmark
datasets and a private dataset which is in Swedish. The dataset statistics
and splits are given in Table 1.

Dataset Classes Documents Average #s Max #s Average #w Max #w Vocabulary Unlabeled Dev Test

Yahoo! Answers 10 140 000 7.0 158 112.0 2 001 267 610 5 000 5 000 6 000
AG News 4 120 000 1.7 20 36.2 212 94,443 5 000 2 000 1 900

Bonnier News 17 78 757 22.23 382 362.12 2 252 538 655 – – –

Table 1: Dataset statistics and dataset split. The numbers of sentences and
words are denoted by #s and #w, respectively. The number of unlabeled, dev,
and test data items is given in terms of the number of data items per class.
For Yahoo! Answers, the reported statistics concerns the subset used in the
experiments.

Yahoo! Answers For Yahoo! Answers [4], we obtain the text to be classified
by concatenating the question (title and content) and the best answer. Since
the original training set is very large, we only use a randomly chosen subset
of 10% of its documents (i.e., 140 000 documents). To be comparable with our
baselines, we randomly sample the same amount of data as in MixText [5] from
the training subset for our unlabeled and validation sets, and use the original
Yahoo! Answers test set. We use the training subset to create word lists for
objective masking.

AG News Of AG News [27], we only use the news content (without titles).
Again, we randomly sample the same amount of data as in MixText [5] from the
original training set for our unlabeled and validation sets and use the original
AG News test set. We use the original training set to create word lists for
objective masking.

Bonnier News The Bonnier News4 is a private dataset comprised of 127 161
articles in Swedish published on 35 different Bonnier News brands during the
period February 2020 to February 2021. Its documents are labeled according
to the Category Tree for Swedish Local News that has been developed and
used by local newsrooms within Bonnier News5. This category tree is based

4https://www.bonniernews.se/; while we cannot make this dataset publicly available,
researchers who want to reproduce our results or use it for their own work may contact
datasets@bonniernerws.se to gain access.

5github.com/mittmedia/swedish-local-news-categories

91



on the IPTC Media Topics6. The dataset includes 545 categories distributed
across four hierarchy levels. The dataset is highly imbalanced, with the most
frequent category occurring 30 531 times and the least frequent one occurring
102 times. Furthermore, the number of categories articles are labeled with
varies greatly. The maximum number of categories used to label an article is
46 and the minimum number is one, with 5.1 categories on average. For our
experiments, we only consider top-level labels and use only documents labeled
with a unique label. The resulting dataset consists of 78 757 samples in 17
classes. We split these samples into test and training datasets according to a
1:4 ratio and randomly select 20% of the training examples for validation. Since
the dataset is imbalanced, instead of choosing an absolute number of examples
per class to create the labeled and unlabeled datasets, we split samples of each
class in the training data into labeled and unlabeled parts using 1%, 10%,
and 30% as labeled documents, respectively. Table 2 displays the classes in
the dataset along with the corresponding number of examples in the training,
validation, and test sets.

Baselines and Experimental Settings

To verify the effectiveness of Cformer and CformerM, we compare them with
several baselines:

UDA [25] uses the consistency loss between unlabeled and augmented data
as a training signal to improve classification.

MixText [5] augments training samples by interpolating in the hidden space.

FLiText [13] applies pseudo-labeling and distillation to a lightweight setting
using convolution networks.

PGPL [26] proposes prototype-guided pseudo-labeling to avoid bias from
imbalanced data and presents prototype-anchored contrasting to make clear
boundaries between classes.

BERT/DistilBERT consists of a BERT/DistilBERT encoder followed by a
two-layer MLP serving as the classifier, similar to the Cformer classification
layer. This classifier is exclusively trained with labeled data. Moreover, we have
pre-trained versions of the BERT/DistilBERT classifier, utilizing pre-trained
BERT models tailored for use in the CformerM classifier.

We implement MixText and UDA using the code7 provided by Chen, Yang, and
Yang [5] with the hyperparameters specified in the original paper and the code
repository. Similarly, for FLiText, we run the available code8 on AG News and
Yahoo! Answers, using the hyperparameters reported in the original paper and
its code repository. We implement the BERT/DistilBERT baselines ourselves.

6iptc.org/standards/media-topics/ is a comprehensive standard taxonomy for catego-
rizing news text.

7https://github.com/SALT-NLP/MixText
8https://github.com/valuesimplex/FLiText
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Class name Training Test Valid.

Olyckor & katastrofer
(Accidents & disasters)

2656 830 664

Brott & straff
(Crime & punishment)

6587 2059 1647

Personligt (Personal) 1503 470 376

Vetenskap & teknologi
(Science & technology)

235 74 59

Samhälle & välfärd
(Society & welfare)

3198 1000 800

Religion & tro (Religion & faith) 185 57 46

Ekonomi, näringsliv & finans
(Economy, business & finance)

5222 1632 1305

Politik (Politics) 2423 757 606

Sport (Sports) 16746 5233 4187

Livsstil & fritid
(Lifestyle & leisure)

1922 601 480

Miljö (Environment) 911 285 228

Väder (Weather) 454 142 114

Hälsa & sjukv̊ard
(Health & medical care)

1886 589 471

Konflikter, krig & terrorism
(Conflicts, war & terrorism)

70 21 17

Kultur & nöje
(Culture & entertainment)

4829 1509 1207

Skola & utbildning
(School & education)

1201 375 300

Arbetsmarknad (Labor market) 376 118 94

Table 2: Classes and sample distribution in Bonnier News across Training,
Validation, and Test sections

For all baselines, we report the average results obtained from five different runs,
just as we do for different versions of the Cformer model. It is worth noting that
all baseline models are trained using the same amount of labeled, unlabeled,
and validation data as used in our Cformer experiments. Additionally, we apply
the same text augmentation approach whenever augmented data is needed for
the baseline models.

Our experiments evaluate two versions of Cformer and their CformerM coun-
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terparts:

Cformer: The student and the teacher models both employ the BERT lan-
guage model.

Distil-Cformer: The teacher is as in Cformer but the student uses Distil-
BERT as its language model.

CformerM and Distil-CformerM: These are the CformerM versions of the
two previous models.

For the English datasets, we use bert-base-uncased and distilbert-base-uncased
as the BERT and DistilBERT language models, respectively. For Swedish,
we use the pre-trained BERT model available in the hugging face reposi-
tory9, namely KB/bert-base-swedish-cased as the BERT language model and
distilbert-base-multilingual-cased as the DistilBERT language model. The
Swedish models are referred to as Cformer (SE-SE) and Distil-Cformer (SE-
multi) to indicate the types of language model used by teachers and students,
respectively. To have a fair comparison between Cformer and Distil-Cformer,
we also train a Cformer called Cformer (SE-multi) with the Swedish BERT as
the teacher’s encoder and the bert-base-multilingual-cased model for the stu-
dent’s encoder. The teacher and student models in the English Cformer have
109.58 million parameters each, and the student in the English Distil-Cformer
has 66.46 million parameters. In the Swedish version of Cformer, the teacher
model has 124.79 million parameters and the student model has 124.79 and
177.95 million parameters when we use KB/bert-base-swedish-cased and bert-
base-multilingual-cased, respectively, as its language model. The student in the
Swedish Distil-Cformer has 134.83 million parameters.

We employ average pooling over the output of the encoder to aggregate word
embeddings into document embeddings, and a two-layer MLP with a 128 hid-
den size and hyperbolic tangent as its activation function (the same as in Mix-
Text) to predict the labels. For the input of the model, documents are trun-
cated to their first 256 tokens. To generate augmented data from unlabeled
data, we use the library nlpaug10. We substitute text words based on contex-
tual word embeddings with a probability of 0.9. All models are trained with
the AdamW optimizer [14]. We train the models for 7 000 steps (including 50
warm-up steps) and evaluate them every 500 steps. To avoid overfitting, we
use early stopping with delta 0.005 and patience 4. We set the learning rate of
the transformer and classifier components in both teacher and student to 1e-5
and 1e-3, respectively. After training both the teacher and the student models,
we fine-tune the student on the labeled data set using the AdamW optimizer
with a fixed learning rate of 5e-6 and a batch size of 32, running for 10 epochs.
The temperature T for sharpening is set to 0.5 for Yahoo! Answers and Bonnier
News and to 0.3 for AG News. The confidence threshold β is set to 0.9 and
the label smoothing parameter is 0.15 for all datasets. For the contribution

9https://huggingface.co/KB/bert-base-swedish-cased
10https://github.com/makcedward/nlpaug
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Dataset
Number
of GPUs

Labeled Batch Size
per GPU

Unlabeled Batch Size
per GPU

Occupied Memory
per GPU

AG News 3 4 8 15.4GB
Yahoo! Answers 2 8 16 23.6GB
Bonnier News 2 4 8 15.4GB

Table 3: The number of GPUs and local batch sizes across three datasets.

coefficient of unsupervised loss in the teacher loss function λu, we start from 0
and increase it linearly for 6 000 steps until it reaches its highest value of 1.

We use the PyTorch Distributed package for distributed GPU training on 3
V100 GPUs with 32GB memory. However, it is not mandatory to train Cformer
on such large memory GPUs. With small batch sizes, the model can be trained
using regular GPUs. Table 3 shows the number of GPUs and local batch sizes11

we used for training the models across three datasets.

4.2 Choosing Suitable Parameters for the Selection of
Topic Words (Q1)

This section reports on our experiments with the topic word list selection
method to determine the appropriate values for its parameters across differ-
ent datasets.

Choosing the Number of Topics using LDA To create the LDA topic
model as described in Section 3.3, we use the Gensim library12. Before feeding
the documents into the model, a preprocessing step is performed, involving
the elimination of stop words, removal of some of the most frequent words in
the dataset, and retention of only nouns, adjectives, and verbs. For Bonnier
News, we also perform lemmatization using the spaCy library13. Swedish has
considerably more inflections than English. For example, the definite article
in Swedish is mostly expressed by a suffix on the noun, and agreement rules
stipulate that adjectives are inflected depending on the gender and number
of the nouns they refer to, for instance: en fin bil (a beautiful car), ett fint
hus (a beautiful house), and fina bilar (beautiful cars). Hence, performing
lemmatization during preprocessing is justified for Swedish.

Now, our goal is to determine the number of topics that maximizes the coher-
ence score of the resulting LDA model. To determine this number, we used the
following reasoning. As we work in a semi-supervised setting, we know a lower
bound on the number of topics in each dataset, namely the number of distinct
labels occurring in the labeled portion of the dataset. If this number is m, we

11The local batch size is the batch size per GPU.
12https://radimrehurek.com/gensim/
13https://spacy.io/models/sv
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compute coherence scores of k LDA models, each dividing the dataset into im
topics for i = 1, . . . , k. The number k should be sufficiently large to ensure
that the highest coherence score is likely to be included. For the three datasets
considered in this paper, we use k = 19 (Yahoo! Answers), k = 12 (AG News),
and k = 32. We then choose imaxk as the number of topics for the LDA model
to be used, where imax is the value of i resulting in the highest coherence score.
Figure 3 shows the resulting coherence diagrams for the three datasets. For
Yahoo! Answers, we actually chose to set m = 5 rather than m = 10 in order
to confirm that smaller numbers of topics than the actual number would not
result in higher coherence scores. Figure 3 shows the coherence diagrams for
the three datasets. As one may expect, the result would have been imax = 1 in
all three cases if we had chosen m = 10 in the case of Yahoo! Answers. Based
on the curves shown in Figure 3, we choose 10 topics for Yahoo! Answers, 4 for
AG News, and 17 for Bonnier News as presumably good numbers of topics for
our LDA models.

These experimental results indicate that it may usually be safe to skip the
coherence calculations, instead simply choosing the number of topics that co-
incides with the number m of distinct labels found in the labeled portion of the
data. We thus recommend to do this unless there is reason to suspect that the
labeled portion of the data does not cover all of the classes.
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Figure 3: The coherence diagram over a range of values of the number of topics
for (a) Yahoo! Answers (b) AG News, (c) Bonnier News. Note that values on
the y-axis range between 0.35 and 0.6. For each dataset, the range of values
explored (resulting from the respective choice of m and k) is denoted within
parentheses in the legend. For instance, “Yahoo! Answers (5, 95, 5)” means
that the number of topics ranges from 5 to 95 with a step size of 5, in this case,
m = 5 and k = 19.
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Relevance-Based Word Lists For each dataset, we choose relevance-based
word lists for masking as explained in Section 3.4. Thus, we create several
candidate lists with varying values ofN , comprising the most informative words
from the vocabulary. Table 4 presents the coherence scores (Cv and CUMass) of
these lists for different datasets. For each dataset, we create two sets of lists,
one corresponding to λ = 0.7 and the other to a lower λ. From each set, we
select one list. The choice of the lower λ value was made based on dataset
examination, aided by topic model visualization tools14.

A larger value of Cv and a higher absolute value of CUMass indicate stronger
coherence. To determine the appropriate value of N , we identify the point that
marks the end of the rapid growth of topic coherence. The rationale behind
this approach is to select a point after which the marginal increase in coherence
score does not justify further enlargement of N . If we were to pick a larger N
beyond this point, less significant words would be added to the list, diluting
the valuable information and leading to a reduction in the objective masking
capacity.

To investigate the effectiveness of relevance-based word lists for objective mask-
ing and explore the relationship between coherence scores and classifier perfor-
mance, we pre-train the BERT model on Yahoo! Answers employing topic word
lists corresponding to λ = 0.2 and different values of N for objective masking
and then compute the accuracy of the resulting BERT classifier for three semi-
supervised cases (10, 200, 2 500 labeled example per cluster). Table 5 illustrates
the results of these experiments. From the table, we see that the BERT clas-
sifier performs the best when N = 1000. In addition, the results suggest that
when we increase N , the model accuracy starts increasing, reaches a peak,
and then starts dropping again. This seems to be a reasonable behavior: by
increasing N , we first add informative words to the list (considering that in
each topic, words are sorted with respect to relevance), but eventually, less
significant words are also included, thus diluting the useful information.

The results of CformerM and Distil-CformerM using relevance-based word lists
for objective masking for Yahoo! Answers and AG News are available in Table
6. Also, the results of CformerM using relevance-based word lists for objective
masking for Bonnier News are reported in Table 7.

4.3 Result Analysis (Q2 & Q3 & Q4)

Table 6 and Table 7 present the performance of different versions of Cformer
and CformerM in comparison to each other and against baseline models on
three datasets.

Overall performance of Cformer Overall, Cformer performs better than
current SoTA models across all considered datasets. Cformer consistently ex-

14https://pypi.org/project/pyLDAvis/
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Dataset λ N Cv CUMass

Yahoo! Answers

0.2 500 0.68 -13.34
0.2 1000 0.79 -15.75
0.2 1500 0.80 -15.55
0.2 2000 0.81 -15.46

0.7 500 0.54 -9.11
0.7 1000 0.65 -11.95
0.7 1500 0.72 -13.48
0.7 2000 0.77 -14.50
0.7 2500 0.80 -15.56
0.7 3000 0.83 -16.23

AG News

0.2 500 0.61 -13.78
0.2 700 0.69 -15.31
0.2 900 0.74 -16.31
0.2 1100 0.77 -16.94
0.2 1300 0.80 -17.44

0.7 500 0.47 -10.03
0.7 1000 0.63 -13.30
0.7 1500 0.72 -15.32
0.7 2000 0.78 -16.58
0.7 2500 0.82 -17.43
0.7 3000 0.85 -18.00

Bonnier News

0.1 500 0.79 -16.84
0.1 1000 0.83 -17.19
0.1 1500 0.83 -16.96
0.1 2000 0.83 -16.63

0.7 500 0.54 -9.70
0.7 1000 0.61 -11.58
0.7 1500 0.68 -12.95
0.7 2000 0.73 -13.83
0.7 2500 0.76 -14.52

Table 4: Coherence scores (Cv and CUMass) of different candidate lists corre-
sponding to different numbers of words per topic (N) for AG News, Yahoo!
Answers, and Bonnier News. λ is the parameter of the relevance score used for
choosing the N most relevant words of the topics. Selected values are empha-
sized in boldface letters.

hibits significant performance improvements over UDA, ranging from 0.4% to
2.9% across all experiments conducted on AG News and Yahoo! Answers. A
noteworthy aspect is that the teacher in Cformer is trained with the UDA
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Labeled examples
per class

Dataset N 10 20 2 500

Yahoo! Answers

500 62.4 71.4 74.3
1000 62.9 71.5 74.4
1500 62.6 71.5 74.4
2000 62.4 71.4 74.3

Table 5: Performance of the BERT classifier on Yahoo! Answers using
relevance-based word lists with a λ value of 0.2 and varying values of N for
pre-training BERT via objective masking.

objective. This difference in performance strongly suggests that the knowl-
edge distillation from student to teacher within the teacher-student architec-
ture does indeed have a significant effect. Moreover, across all experiments
and datasets, Cformer demonstrates superior accuracy compared to both Mix-
Text and BERT/DistilBERT. It outperforms FLiText by a significant margin
as well, which may be thanks to the larger size of the student model compared
to FLiText’s target network which is designed to be lightweight. Last but not
least, Cformer outperforms PGPL on Yahoo! Answers and AG News in all
cases except the 10-shot case of Yahoo! Answers. We note here that there is
no code available for the PGPL baseline. Hence, we use the results reported
in the original research paper to avoid re-implementation bias. However, their
setup is slightly different than the setup of our experiments as they, e.g., use
back-translation for data augmentation.

Performance of Cformer versus Distil-Cformer To assess the usefulness
of Cformer for limited environments we developed Distil-Cformer and evalu-
ated its performance. Overall, Distil-Cformer performs well in comparison to
Cformer even though its student model is considerably smaller. In particular,
the performance gap between Distil-Cformer and Cformer on AG News and
Yahoo! Answers is less than 0.4% in most cases.

For a fair comparison between Cformer and Distil-Cformer on Bonnier News,
one should only compare Distil-Cformer (SE-multi) with Cformer (SE-multi),
using a multilingual language model for the student in both cases. However,
among all of the available options the unilingual Cformer (SE-SE) is clearly
the most reasonable one considering its size and performance.

The effect of objective masking on classification performance The re-
sults in Tables 6 and 7 indicate that pre-trained BERT with objective masking
consistently outperforms the BERT classifier without pre-training. In partic-
ular, in the 10-shot case, pre-trained BERT shows a significant improvement
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Labeled examples
per class

Labeled examples
per class

Model 10 200 2500 Model 10 200 2500

Y
a
h
o
o!

A
n
sw

er
s

BERT 60.2 69.6 73.5

A
G

N
ew

s

BERT 81.9 88.6 91.5
BERT (random) 61.6 71.3 74.2 BERT (random) 83.8 89.0 91.7
BERT (relevance-0.2) 62.9 71.5 74.4 BERT (relevance-0.2) 84.5 89.2 91.9
BERT (relevance-0.7) 62.7 71.5 74.3 BERT (relevance-0.7) 84.3 89.1 91.9
DistilBERT 60.4 69.9 73.2 DistilBERT 83.4 88.4 91.1
DistilBERT (random) 61.9 71.0 73.7 DistilBERT (random) 84.3 89.0 91.5
DistilBERT (relevance-0.2) 63.3 71.5 73.9 DistilBERT (relevance-0.2) 84.6 89.3 91.6
DistilBERT (relevance-0.7) 63.1 71.4 73.9 DistilBERT (relevance-0.7) 84.4 89.2 91.6
UDA♠ (2019) 61.7 69.7 73.5 UDA♠ (2019) 86.3 89.0 91.5
MixText♠ (2020) 64.1 70,6 73.7 MixText♠ (2020) 86.9 88.9 91.3
FLiText♠ (2021) 45.9 65.5 68.5 FLiText♠ (2021) 77.9 87.6 89.1
PGPL (2023) 67.4 70.7 − PGPL (2023) 87.8 89.2 −
Cformer 64.6 71.9 74.7 Cformer 88.1 90.0 91.9
CformerM (random) 65.1 72.7 75.0 CformerM (random) 88.0 90.1 92.2
CformerM (relevance-0.2) 66.3 72.9 75.1 CformerM (relevance-0.2) 88.4 90.1 92.2
CformerM (relevance-0.7) 66.1 72.8 75.0 CformerM (relevance-0.7) 88.5 90.2 92.2

Distil-Cformer 64.2 71.7 74.5 Distil-Cformer 87.2 90.0 91.8
Distil-CformerM (random) 64.5 72.5 74.7 Distil-CformerM (random) 87.5 89.9 92.0
Distil-CformerM (relevance-0.2) 65.3 72.8 75.0 Distil-CformerM (relevance-0.2) 88.2 90.1 92.1
Distil-CformerM (relevance-0.7) 65.0 72.7 74.9 Distil-CformerM (relevance-0.7) 88.3 90.1 92.2

Table 6: Comparison of the test accuracy of Cformer and CformerM with
the baselines on Yahoo! Answers and AG News. The results are the average
accuracy of 5 different runs with different random seeds. ♠ means “run by us”.

Proportion of
labeled examples per class

Dataset Model 0.01 0.1 0.3

Bonnier News

BERT-SE 81.7 85.4 86.7
BERT-SE (random) 82.1 85.6 87.0
BERT-SE (relevance-0.1) 82.2 85.8 87.2
BERT-SE (relevance-0.7) 82.0 85.7 87.1
MixText♠(2020) 82.5 85.7 87.0

Cformer (SE-SE) 83.3 86.5 87.5
Cformer (SE-multi) 81.8 84.8 85.8
CformerM (SE-SE) (random) 83.8 86.6 87.6
CformerM (SE-SE) (relevance-0.1) 83.8 86.7 87.7
CformerM (SE-SE) (relevance-0.7) 83.6 86.6 87.6

Distil-Cformer (SE-multi) 81.4 84.0 84.8

Table 7: Comparison of the test accuracy of Cformer and CformerM on Bonnier
News with baselines. The results are the average accuracy of 5 different runs
with different random seeds. Since the purpose of Distil-Cformer is to have a
model for limited environments and Distil-Cformer (SE-multi) is larger than
Cformer (SE-SE) (and still cannot outperform it), Distil-CformerM (SE-multi)
is not selected for further experiments. ♠ means “run by us”.
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of 2.7% for Yahoo! Answers, 2.6% for AG News, and 0.5% for Bonnier News
in terms of accuracy. Additionally, when compared to pre-trained BERT with
random masking, the objective masking approach yields a performance im-
provement of 0.2% to 1.3% across all datasets. This observation highlights
that the superiority of pre-trained BERT with objective masking is not solely
attributed to domain adaptation but also to the effectiveness of the topic-based
masking approach. Looking at Table 8, which shows some examples of how the
two masking strategies choose words for masking, this seems intuitively reason-
able: the words chosen according to the LDA model are obviously semantically
more important.

Next, we compare Cformer and CformerM. The performance of CformerM is
superior to that of Cformer on all datasets in all cases. Notably, in the 10-shot
case, CformerM exhibits an absolute increase in accuracy of 1.7% for Yahoo!
Answers, 0.4% for AG News, and 0.5% for Bonnier News when compared to
Cformer. CformerM with objective masking also outperforms CformerM with
randommasking. In most cases the advantage is significant, the exception being
Bonnier News, on which the difference is small. Similar findings were observed
for pre-trained DistilBERT with objective masking and Distil-CformerM, where
objective masking gave improved results. However, the impact of objective
masking varies depending on the dataset and the complexity of the classification
task.

Tables 6 and 7 show that objective masking is particularly advantageous when
there is a scarcity of supervised information. We trained BERT/DistilBERT
classifiers using labeled data only, in contrast to Cformer, which incorporates
both labeled and pseudo-labeled data. As a result, we observe more substan-
tial improvements with objective masking for the BERT/DistilBERT classifiers
compared to their Cformer/Distil-Cformer counterparts. In three distinct sce-
narios, the most significant enhancement is observed for the 10-labeled case in
both BERT and Cformer. Additionally, as the amount of labeled data increases,
the distinction between objective masking and random masking becomes less
pronounced for both BERT and Cformer. We conjecture that this can be at-
tributed to the increasing influence of fine-tuning during model training.

The optimal choice of the relevance parameter λ (see Section 3.4) for making
topic word lists depends on the characteristics of the dataset. In complex
datasets with numerous topics and overlapping word distributions between
many of them, a smaller λ value proves more beneficial. On the other hand, for
simpler classification tasks, such as those with fewer classes to be recognized
and well-separated classes without overlaps, a larger λ performs better. As
evidenced by the results in Tables 6 and 7 for Yahoo! Answers and Bonnier
News, lambda values of 0.2 and 0.1 are more effective than 0.7, while for AG
News, a lambda value of 0.7 yields better results. The visualization of the
topic models for these datasets via pyLDAvis15 shows that Yahoo! Answers
and Bonnier News both contain several overlapping topics meaning there are a

15https://pypi.org/project/pyLDAvis/
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Dataset Sentence (tokenized)
Masking
policy

Selected words

Yahoo! Answers

’[CLS]’, ’do’, ’u’, ’think’,
’that’, ’golf’, ’is’, ’the’,
’most’, ’boring’, ’high’,
’paid’, ’sport’, ’to’, ’watch’,
’on’, ’tv’, ’?’, ’did’, ’you’,
’ever’, ’watch’, ’curling’,
’?’, ’[SEP]’

threshold ’tv’, ’high’, ’boring’, ’watch’

relevance ’tv’, ’high’, ’boring’, ’watch’

random ’on’, ’you’, ’that’, ’paid’

Yahoo! Answers

’[CLS]’, ’what’, ’does’, ’e’,
’=’, ’mc’, ’##2’, ’mean’,
’?’, ’it’, ’is’, ’an’, ’equation’,
’by’, ’albert’, ’einstein’,
’showing’, ’that’, ’energy’,
’and’, ’mass’, ’are’, ’in-
terchange’, ’##able’, ’.’,
’e’, ’is’, ’energy’, ’m’,
’is’, ’mass’, ’c’, ’is’, ’the’,
’speed’, ’of’, ’light’, ’thus’,
’energy’, ’equals’, ’the’,
’amount’, ’of’, ’mass’, ’mul-
tiplied’, ’by’, ’the’, ’speed’,
’of’, ’light’, ’squared’, ’.’,
’[SEP]’

threshold
’einstein’, ’squared’, ’speed’,
’mass’, ’speed’, ’albert’, ’mass’,
’multiplied’

relevance
’einstein’, ’squared’, ’speed’,
’mass’, ’speed’, ’albert’, ’mass’,
’multiplied’

random
’the’, ’of’, ’amount’, ’c’, ’e’, ’is’,
’is’, ’does’

AG News

’[CLS]’, ’wages’, ’rose’,
’faster’, ’than’, ’expected’,
’in’, ’the’, ’june’, ’-’,
’august’, ’period’, ’but’,
’analysts’, ’say’, ’the’,
’increases’, ’are’, ’still’,
’not’, ’high’, ’enough’, ’to’,
’cause’, ’inflation’, ’wor-
ries’, ’at’, ’the’, ’bank’, ’of’,
’england’, ’.’, ’[SEP]’

threshold ’bank’, ’increases’, ’inflation’,
’august’, ’england’

relevance ’bank’, ’increases’, ’inflation’,
’england’, ’worries’

random ’wages’, ’high’, ’analysts’,
’than’, ’bank’

AG News

’[CLS]’, ’italian’, ’anti’,
’-’, ’mafia’, ’magistrates’,
’ordered’, ’the’, ’arrest’,
’of’, ’65’, ’people’, ’as’,
’part’, ’of’, ’a’, ’massive’,
’police’, ’sw’, ’##oop’,
’in’, ’naples’, ’early’, ’to-
day’, ’in’, ’a’, ’bid’, ’to’,
’staunch’, ’the’, ’blood’,
’##lett’, ’##ing’, ’in’, ’a’,
’turf’, ’war’, ’which’, ’has’,
’killed’, ’more’, ’than’,
’120’, ’people’, ’,’, ’interior’,
’minister’, ’giuseppe’, ’pisa’,
’##nu’, ’said’, ’.’, ’[SEP]’

threshold ’people’, ’bid’, ’part’, ’magis-
trates’, ’mafia’, ’massive’, ’po-
lice’, ’war’

relevance ’people’, ’bid’, ’part’, ’massive’,
’police’, ’war’, ’said’, ’italian’

random ’said’, ’which’, ’65’, ’a’, ’120’,
’today’, ’naples’, ’people’

Table 8: Examples of how different masking policies choose words for masking
in pre-training
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lot of common words between these topics. Thus, these datasets favor a low λ
value which aligns with our previous explanation. In the case of BERT, smaller
values of λ consistently prove to be superior. We conjecture that with limited
labeled data, a smaller λ helps the model distinguish between different classes
by learning the topic-specific words.

Moreover, the quality of data used for pre-training significantly influences the
effectiveness of objective masking. For instance, objective masking demon-
strates greater efficacy on Yahoo! Answers compared to AG News. Specifically,
for Yahoo! Answers, the accuracy of CformerM improved by 1.7% compared to
the accuracy of Cformer in the case of 10 labeled examples per class, whereas
for AG News, the improvement was 0.4%. Based on some additional experi-
ments that we performed, we conclude that this variation can most likely be
attributed to the fact that AG News consists of short texts and is smaller over-
all, comprising only 3.6M words in total, whereas Yahoo! Answers consists of
longer texts with 12.2M words in total. Consequently, AG News offers consid-
erably less context for BERT during pre-training than Yahoo! Answers does.
We tested this hypothesis by running experiments on the text of AG News doc-
uments only, stripping away the titles. As expected, the performance dropped.
Table 9 presents the results of these experiments.

Pre-
training
data

CformerM
(random)

CformerM
(relev.-0.2)

CformerM
(relev.-0.7)

Text 87.5 87.8 87.9
Text+title 88.0 88.4 88.5

Table 9: Comparison of the accuracy of different CformerM versions with en-
coders pre-trained under two different settings on AG News for the 10-labeled
case. We either use only the text or the concatenation of the text and the
document title. The average accuracy of five runs with distinct random seeds
is reported.

As it can be seen in Table 2, Bonnier News exhibits a significant class imbal-
ance, with a majority of its documents belonging to the Sports category. This
imbalance poses a considerable challenge for LDA to generate topics that accu-
rately align with the actual categories. Table 10 presents the topics obtained
from LDA for Bonnier News. As depicted in the table, certain topics lack co-
herence and cannot be accurately matched with a specific class in the dataset.
Additionally, more than one topic is associated with the ‘Sport’ category, while
no matches were found for the topics ‘Personligt’, ‘Vetenskap & teknologi’, ‘Re-
ligion & tro’, ‘Miljö’, ‘Konflikter, krig & terrorism’, and ‘Arbetsmarknad’. As a
consequence, the topic word lists generated by LDA do not adequately capture
all the diverse topic words in the dataset, resulting in limited effectiveness of
objective masking compared to random masking. Moreover, as noted in the
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Swedish BERT paper [15], the training data for Swedish BERT heavily leans
towards newspaper text, leading to a similarity between the data distribution
of Swedish BERT training data and Bonnier News. This similarity, in turn,
restricts the effectiveness of pre-training.

4.4 The Impact of Objective Masking on Domain-Specific
Tasks (Q5)

When the dataset deviates significantly from the BERT training data and in-
corporates domain-specific information, such as medical documents, the dis-
tinction between the effect of objective masking and random masking on the
classification performance is more pronounced than if the classification task
relies mostly on general language understanding. In the latter case, BERT’s
pre-trained knowledge from a large general corpus may be sufficient to handle
the task.

To gain deeper insights into this aspect, we compare the impact of objective
masking and random masking on the classification performance of the BERT
and CformerM classifiers on the Medical Abstracts dataset16 [22]. Table 11
shows the class distribution within this dataset.

We create an LDA topic model for the dataset with 5 topics and make two
relevance-based topic word lists: one with λ = 0.2, comprising 500 words for
each of the 5 topics, and another with λ = 0.7 consisting of 700 words per topic.
For the experiments, we allocated 0.1 of the training data as the validation
set. In three distinct settings, we divided the remaining data into labeled
and unlabeled datasets, using proportions of 0.01, 0.1, and 0.3 for the labeled
dataset, while the rest was assigned to the unlabeled dataset. Additionally,
we applied the same augmentation method used for other datasets to generate
an augmented version of the dataset. The results of these experiments are
displayed in Table 12.

Comparing the results in Table 12 with those in Table 6, we observe that
objective masking outperforms random masking by a larger margin for the
Medical Abstracts dataset in comparison to the other datasets, particularly
in the BERT setting. Specifically, in the case with the minimal labeled data,
the BERT (relevance) and CformerM (relevance) models demonstrate superior
performance over BERT (random) and CformerM (random), achieving 3.7%
and 1.9% increase in accuracy respectively. In contrast, the corresponding
accuracy improvements on Yahoo! Answers and AG News are (1.3%, 1.2%)
and (0.7%, 0.5%), respectively.

We note also that the topics in Medical Abstracts are fairly well separated and
λ = 0.7 is preferable in all cases except the 0.01 labeled case of the BERT
classifier. In this case, the supervised data is extremely limited, so using more

16https://www.kaggle.com/datasets/chaitanyakck/medical-text

104



T
o
p
ic

w
o
rd

s
B
e
st

m
a
tch

k
u
n
d
,
b
u
tik

,
fö
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fö
rv
ä
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g
-

b
o
lln

äs,
sö
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föreställn

in
g,

k
on

sert,
l̊at,

artist,
k
y
rka,

s̊an
g,

festiva
l

K
u
ltu

r
&

n
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Class name Training Test Total

Neoplasms 2530 633 3163
Digestive system diseases 1195 299 1494
Nervous system diseases 1540 385 1925
Cardiovascular diseases 2441 610 3051
General pathological conditions 3844 961 4805

Total 11550 2888 14438

Table 11: Class distribution within Medical Abstracts

Model 0.01 0.1 0.3

BERT 49.2 59.0 61.0
BERT (random) 51.0 60.5 61.9
BERT (relevance-0.2) 54.7 61.4 62.1
BERT (relevance-0.7) 53.8 61.8 62.2

Cformer 53.7 60.8 62.8
CformerM (random) 55.2 62.2 63.8
CformerM (relevance-0.2) 56.4 62.6 64.2
CformerM (relevance-0.7) 57.1 62.6 64.2

Table 12: Comparison of test accuracy for different variations of BERT and
Cformer pretrained with new domain-specific topic word lists on Medical Ab-
stracts dataset. The average accuracy of five runs with distinct random seeds
is reported.

specific words for masking could potentially enable the model to concentrate
on the distinct characteristics of each topic and enhance its ability to classify
instances belonging to those specific topics.

4.5 Comparison of LDA and TF-IDF for Topic Word Ex-
traction (Q6)

To compare the LDA-based methods for generating topic word lists with sim-
pler techniques that do not rely on topic models, we present alternative ver-
sions of our models that use TF-IDF to identify topic words within the corpus.
Specifically, we sort the words based on their average TF-IDF scores across all
documents and select the top words. The preprocessing step remains consistent
with the LDA-based method: we remove general stop words and a few of the
most frequent words in the dataset, keeping only nouns, verbs, and adjectives.
After preprocessing, we calculate the average TF-IDF score for all words in the
vocabulary and choose the top N words. The value of N matches the length
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Labeled examples
per class

Labeled examples
per class

Model 10 200 2500 Model 10 200 2500

Y
ah

o
o!

A
n
sw

er
s BERT (relevance-0.2) 62.9 71.5 74.4

A
G

N
ew

s

BERT (relevance-0.2) 84.5 89.2 91.9
BERT (relevance-0.7) 62.7 71.5 74.3 BERT (relevance-0.7) 84.3 89.1 91.9
BERT (tf-idf) 62.5 71.5 74.2 BERT (tf-idf) 84.3 89.1 91.7

CformerM (relevance-0.2) 66.3 72.9 75.1 CformerM (relevance-0.2) 88.4 90.1 92.2
CformerM (relevance-0.7) 66.1 72.8 75.0 CformerM (relevance-0.7) 88.5 90.2 92.2
CformerM (tf-idf) 65.4 72.8 75.0 CformerM (tf-idf) 88.4 90.2 92.1

Table 13: Comparison of LDA and TF-IDF for Yahoo! Answers and AG News

Labeled examples
per class

Dataset Model 0.01 0.1 0.3

Bonnier News

BERT-SE (relevance-0.1) 82.2 85.8 87.2
BERT-SE (relevance-0.7) 82.0 85.7 87.1
BERT-SE (tf-idf) 82.0 85.6 87.0

CformerM (SE-SE) (relevance-0.1) 83.8 86.7 87.7
CformerM (SE-SE) (relevance-0.7) 83.6 86.6 87.6
CformerM (SE-SE) (tf-idf) 83.5 86.6 87.6

Table 14: Comparison of LDA and TF-IDF for Bonnier News

of the relevance-based list that has been proven to be more effective for each
dataset (e.g., the list with λ = 0.2 for Yahoo! Answers, the list with λ = 0.7
for AG News, and the list with λ = 0.1 for Bonnier News). Tables 13 and 14
show the results of these comparisons.

As can be seen in Tables 13 and 14, masking with topic words is slightly less
effective if the selection is based on TF-IDF instead of LDA. As could be
expected given the relatively good performance of even random masking, the
difference is small if there is a sufficient amount of labeled data, but if the
labeled data is severely limited the effect is more pronounced. We hypothesize
that this superiority can be attributed to the fact that the topic model considers
the underlying structure of the dataset, whereas TF-IDF relies on individual
documents. Nevertheless, the TF-IDF approach does identify a certain number
of true topic words, making it a reasonable compromise when facing resource
constraints such as time and computational power. However, it should also be
noted that the LDA-based method offers flexibility in choosing between highly
topic-specific words and more general ones, catering to the specific needs of the
analysis, while the TF-IDF method offers less control over the generated lists.
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4.6 Effect of Objective Masking on Reliability and Inter-
pretability (Q7)

Moon et al. [17] illustrated that fine-tuning a text classifier using masked key-
word regularization helps it consider context rather than solely relying on cer-
tain keywords, which leads to improved out-of-distribution detection and cross-
domain generalization. Inspired by this research, we conducted a qualitative
study to examine how our proposed masking strategy impacts the reliability
of CformerM. To do so, we performed case studies on Yahoo! Answers and
AG News, using CformerM (relevance). We selected samples from the test set
of the datasets that were correctly classified by CformerM (relevance) and ar-
ranged them in order of their predicted probability of belonging to the correct
class. Afterwards, we chose 20 samples classified with lower probabilities and
examined cases that were misclassified by both Cformer and CformerM (ran-
dom) to identify the factors that contribute to the accurate classification by
CformerM (relevance). Tables 15 and 16 show some of these examples.

In the upper example of Table 15, “gun” was the most commonly attended
word across all models. However, CformerM (relevance) correctly predicted
the class “Sports” by considering the context and specifically the word “safe”.
In contrast, CformerM (random) predicted “Business” by taking into account
the words “gun” and “steel”. Furthermore, the prediction of the class “Politics
& Government” by Cformer indicates a disregard for the context. This trend
is consistent across models in the second example as well, where CformerM
(relevance) accurately associates “digital technology” with the “Computers &
Internet” category. Moreover, Table 16 shows examples of AG News where
CformerM (relevance) predicts the correct topic for the document by consider-
ing not only the keywords but also their contextual information. These obser-
vations indicate that pre-training with objective masking on domain-specific
datasets teaches the model the contexts in which a given keyword may appear,
thus enabling it to account for contextual factors during classification.

It is also worth noting that both CformerM variations exhibit higher inter-
pretability due to their attention to more relevant and informative words, as
compared to Cformer.

4.7 Effect of Batch-size and Number of GPUs on the Per-
formance (Q8)

Since the performance of a model depends on the training data, it varies when
the amount of training samples used to train the model is dynamic. In case
of a teacher-student model, the dynamic change of the number of training ex-
amples affects the information sharing between teacher and student (including
the student feedback for meta pseudo-labeling approaches). Therefore, the
dependency of the performance on the number of training examples may be
suspected to be even stronger in such a model. To study this, we experiment
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Class Model Text Prediction

Sports

Cformer where can i find a che ##ep gun safe made of steel ? i

don t think you should use the words cheap and safe in

the same sentence it sounds dangerous

Politics &
Govern-
ment

CformerM
(random)

where can i find a che ##ep gun safe made of steel ? i

don t think you should use the words cheap and safe in

the same sentence it sounds dangerous

Business &
Finance

CformerM
(relevance)

where can i find a che ##ep gun safe made of steel ? i

don t think you should use the words cheap and safe in

the same sentence it sounds dangerous

Sports

Computers
& Internet

Cformer what are the differences between digital technology and

information technology

Business &
Finance

CformerM
(random)

what are the differences between digital technology and

information technology

Science &
Mathemat-
ics

CformerM
(relevance)

what are the differences between digital technology and

information technology

Computers
& Internet

Table 15: Visualization of selected samples from Yahoo! Answers. The color
saturation indicates the average attention to the word from other words in the
sentence.

Class Model Text Prediction

Business
Cformer how will companies and investors fare if the storm spawn

##s moderate damage

Sci/Tech

CformerM
(random)

how will companies and investors fare if the storm spawn

##s moderate damage

Sci/Tech

CformerM
(relevance)

how will companies and investors fare if the storm spawn

##s moderate damage

Business

Business
Cformer in recent years hundreds of multinational companies have set

up research laboratories in china

Sci/Tech

CformerM
(random)

in recent years hundreds of multinational companies have set

up research laboratories in china

Sci/Tech

CformerM
(relevance)

in recent years hundreds of multinational companies have set

up research laboratories in china

Business

Table 16: Visualization of selected samples from the AG News. The color
saturation indicates the average attention to the word from other words in the
sentence.
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with the batch size and the number of GPUs being used in two main scenarios,
namely 10 labeled samples and 200 labeled samples for the labeled set of AG
News. We base our analysis on AG News for two reasons. First, it is a publicly
available dataset, meaning that the results of the analysis can be replicated
by others. Second, Section 4.3 concluded that CformerM performs better on
long-text datasets. As seen in Table 1, AG News consists of shorter documents
than the other two datasets. Hence, any differences revealed by comparing the
average performance of Cformer and CformerM on AG News can be expected
to carry over to other cases.

Tables 17–20 show the results of these experiments. In Tables 17 and 18, the
global batch size is the product of the local batch size and the number of GPUs
used for the experiment. The reported accuracies are averages over multiple
experiments with varying numbers of GPUs and local batch sizes, keeping the
global batch size constant as shown in the Table. Tables 17 and 18 show a
rather distinctive behavior: in the 10-sample experiments, the smallest batch
sizes favor Cformer, but at a certain point CformerM starts to perform better.
For all 200-sample experiments, CformerM turns out to be at least as good as
Cformer for all batch sizes.

In addition, Tables 19 and 20 show the performance of Cformer and CformerM
with respect to different numbers of GPUs used for running the experiments.
The reported accuracy for each number is the average accuracy of multiple ex-
periments with different local batch sizes. Again, in most cases CformerM out-
performs Cformer; in 200-sample experiments, CformerM always performs bet-
ter than Cformer but in 10-sample experiments, CformerM overcomes Cformer
only when 3 GPUs are used.

We also examined the effect of the local batch size on Cformer performance.
For this, we ran Cformer on different numbers of GPUs using different numbers
of local batch sizes. Figure 4 illustrates the results of these runs. We observe
that when the number of training samples grows, the batch size should be
modestly increased (but not too much). In the case of AG News, Figure 4
suggests that for Cformer a batch size of 4 gives stable performance for the 10-
sample case, while a batch size of 8 gives better performance for the 200-sample
case. Moreover, Figure 5 shows the effect of batch size and number of GPUs
on CformerM performance in 10-sample case. Similar to Cformer, it benefits
from a smaller batch size, and CformerM will remain stable (and perform well)
with 3 GPUs.

Overall, based on these experiments, we draw the following conclusions:

• When the size of the labeled training data is sufficient (a few hundred
samples), CformerM performs better under any choice of the number of
GPUs and batch size.

• With a more limited number of supervised data samples, CformerM
prefers larger batch sizes than Cformer. We hypothesize that this is be-
cause CformerM has seen the data before in the pre-training and is thus
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Global B-Size
Accuracy

Cformer CformerM

4 88.30 88.00
6 88.80 88.40
8 88.80 88.65
12 88.73 88.23
16 88.70 88.40
18 88.70 88.70
24 88.75 88.85
36 88.40 88.60

Table 17: The accuracy of Cformer and CformerM w.r.t. global batch size with
10 labeled samples on AG News

Global B-Size
Accuracy

Cformer CformerM

4 89.70 90.20
6 90.20 90.20
8 90.00 90.15
12 90.20 90.30
16 90.10 90.30
18 90.20 90.40
24 90.20 90.35
36 90.00 90.40

Table 18: The accuracy of Cformer and CformerM w.r.t global batch size with
200 labeled samples on AG News

more stable towards the dataset. Hence, it can be expected to require
more coarse-graned information to update itself.

• When the number of training samples grows, a moderate increase in batch
size is beneficial for both Cformer and CformerM.

4.8 Effect of Topic Word Masking in Zero-Shot Evalua-
tion (Q9)

Practical applications of topic modeling may aim at topics that are compound
or ultra fine grained, that change over time, etc. One approach that can support
such application scenarios is to develop models capable of classifying unseen
categories without any training instances, so-called zero-shot classification. The
rise of pre-trained language models made the idea of providing task descriptions
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GPUs
Accuracy

Cformer CformerM

1 88.65 88.22
2 88.87 88.52
3 88.40 88.70

Table 19: The accuracy of Cformer and CformerM w.r.t. number of GPUs with
10 labeled samples on AG News

GPUs
Accuracy

Cformer CformerM

1 90.03 90.27
2 89.95 90.22
3 90.13 90.35

Table 20: The accuracy of Cformer and CformerM w.r.t. number of GPUs with
200 labeled samples on AG News

4 8 12

B-Size

88.0

88.5

89.0

89.5

AC
C-

10

4 8 12

B-size

89.4

89.6

89.8

90.0

90.2

90.4

AC
C-

20
0

Figure 4: Effect of batch-size per GPU on Cformer performance. A local
batch size of 4 gives stable performance for the 10-sample case (left), while a
batch size of 8 gives better performance for the 200-sample case (right). This
suggests that when more training data is available, a larger batch size yields
better performance.

for neural architectures in zero-shot experiments feasible. Therefore, it is a
valid question to ask if CformerM performs better in zero-shot classification
than Cformer.

To study this question, we

1. split Yahoo! Answers into Yahoo! Answers(A) (society, health, computer,
business, relationship) and Yahoo! Answers(B) (science, education, sports,
entertainment, politics),
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4 6 8 12

B-size
86.5

87.0

87.5

88.0

88.5

89.0

89.5

90.0

AC
C-

10

1 2 3

#-GPUs

87.0

87.5

88.0

88.5

89.0

89.5

AC
C-

10

Figure 5: Effect of batch size and number of GPUs on CformerM performance.
Similar to Cformer, the 10-sample case benefits from a smaller batch size, and
CformerM will remain stable (and perform well) with 3 GPUs.

2. pre-train bert-base-uncased and distilbert-base-uncased language models
on Yahoo! Answers(A) using objective masking (see Section 3.2),

3. train Distil-CformerM on Yahoo! Answers(A) using the language models
of the previous step as the text encoders in the teacher and the student
models (we use 200 labeled examples and 5 000 unlabeled examples per
class for training),

4. train Distil-Cformer on Yahoo! Answers(A), and

5. compare the performance of the two resulting student models on the Ya-
hoo! Answers(B) test set in a zero-shot evaluation setting.

For zero-shot evaluation, we use the Pattern Exploiting Training (PET) ap-
proach proposed by Schick and Schütze [21] for semi-supervised text classifi-
cation. Initially, PET trains several language models with labeled data using
different input patterns. The ensemble of these language models is then used
to predict pseudo labels for unlabeled data. Finally, a standard classifier is
trained based on the pseudo-labeled data. In our experiments, we use language
models for prediction without training them. So, we combine two language
models of the same type with two different input patterns and use them to
classify samples in the test set of Yahoo! Answers(B). Table 21 shows the cloze
style patterns we use for the inputs.

In four different experiments we initialize PET language models with

1. distilbert-base-uncased (DistilBERT)

2. distilbert-base-uncased pre-trained on Yahoo! Answers(A) with topic word
masking (DistilBERTM)

3. the student model in Distil-Cformer trained on Yahoo! Answers(A)

(StudentDistil-Cformer)

4. the student model in Distil-CformerM trained on Yahoo! Answers(A)

(StudentDistil-CformerM)

Table 22 shows the accuracy of PET on the Yahoo! Answers(B) test set in
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these experiments. DistilBERTM and StudentDistil-CformerM outperform Dis-
tilBERT and StudentDistil-Cformer, respectively, which shows that the proposed
pre-training of the language model with objective masking can increase the
ability of the language model to recognize examples of classes that have not
been seen before. Also, the superiority of the student models over the corre-
sponding original models confirms that a knowledge transfer from the teacher
to the student happens.

P1: ⟨Mask⟩ : Text
P2: [Category: ⟨Mask⟩] Text

Table 21: Cloze style patterns for zero-shot evaluation. The task of the trans-
former is to replace ⟨Mask⟩ with a suitable category label.

Language Model Accuracy

DistilBERT 0.5699 ±0.020
DistilBERTM 0.6039 ±0.003
StudentDistil-Cformer 0.5807 ±0.050
StudentDistil-CformerM 0.6310 ±0.050

Table 22: Performance of PET with 4 different initializations in the zero-shot
evaluation setting.

5 Conclusions

In this paper, we proposed CformerM, an extension of a semi-supervised text
classification approach Cformer by Hatefi et al. [9]. CformerM uses objective
masking in an unsupervised pre-training phase to improve Cformer. The idea
is to use LDA topic modeling for finding lists of words that are likely to carry
topic information. We adopt relevance scores to select topic words from the
LDA topic model. By adjusting the parameter λ, we can control the specificity
of the chosen words. A lower lambda value will prioritize words that are very
specific to the topics, while a higher value will include words that are more
frequent and may appear in multiple topics. This flexibility allows us to tailor
the selection process based on the specific requirements of the dataset. We
studied the performance of Cformer and CformerM via extensive experiments
over three public datasets (Yahoo! Answers, AG News, and Medical Abstracts
datasets) in English and one private dataset (Bonnier News) of news articles in
Swedish. While the latter is not publicly available, interested researchers may
request access by sending an e-mail to datasets@bonniernews.se in order to
reproduce our results or perform their own experiments.
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Our experimental findings demonstrate that CformerM outperforms Cformer,
BERT classifiers (both pre-trained and non-pre-trained), and SoTA baselines
in most cases over all datasets. However, the impact of objective masking
on classification accuracy is more pronounced when the amount of supervised
data for classification is limited. Moreover, CformerM outperforms the variant
obtained by using random masking instead of objective masking. However, the
effectiveness of objective masking compared to random masking is influenced by
dataset characteristics, such as document length, deviation from BERT training
data, and the amount of data available for pre-training. For instance, the use of
objective masking proves to be particularly effective for the Medical Abstracts
dataset, which we believe to be caused by the different characteristics of this
dataset compared to the training data used to develop BERT. Additionally,
objective masking performs better on Yahoo! Answers than on AG News, an
effect we attribute to fact that short texts like those of AG News provide less
context for BERT during the pre-training phase of CformerM.

Furthermore, our qualitative analysis indicates that pre-training with objective
masking can help the language model learn in which contexts – and thus in
which topics – certain keywords are likely to appear, enabling it to account
for contextual factors when classifying documents. This improves the reliabil-
ity and interpretability of the model and leads to more accurate classification
results.
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Abstract: We introduce ADCluster, a deep document clustering approach
based on language models that is trained to adapt to the clustering task. This
adaptability is achieved through an iterative process where K-Means clustering
is applied to the dataset, followed by iteratively training a deep classifier with
generated pseudo-labels – an approach referred to as inner adaptation. The
model is also able to adapt to changes in the data as new documents are added
to the document collection. The latter type of adaptation, outer adaptation,
is obtained by resuming the inner adaptation when a new chunk of documents
has arrived. We explore two outer adaptation strategies, namely accumulative
adaptation (training is resumed on the accumulated set of all documents) and
non-accumulative adaptation (training is resumed using only the new chunk of
data). We show that ADCluster outperforms established document clustering
techniques on medium and long-text documents by a large margin. Addition-
ally, our approach outperforms well-established baseline methods under both
the accumulative and non-accumulative outer adaptation scenarios.

1 Introduction

Document clustering is the task of arranging large volumes of unlabeled docu-
ments into clusters according to some notion of similarity. A particularly com-
mon goal is to discover the most common topics in a given collection of text
documents and to assign each document to its corresponding cluster. Given the
ever-growing number of documents available online and the fact that manually
structuring them is impossible, there are countless applications of document
clustering techniques.

∗The paper has been published in the Proceedings of the 6th International Conference on
Natural Language and Speech Processing (ICNLSP 2023), Association for Computational
Linguistics, and has been re-typeset to match the thesis style.
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Figure 1: Overview of traditional approaches in comparison to ours in unsu-
pervised text clustering tasks, where chunk data can be accumulated for the
adaptive process.

General purpose clustering algorithms not specifically designed to work on
text documents can be used for document clustering by creating vector repre-
sentations of documents using deep neural networks and then clustering those
vectors. One way of doing so is to use autoencoders [2, 24] applied to term
frequency – inverse document frequency document representations (tf-idf, [22]).
However, such representations neglect contextual information. Alternatively,
one can use contextual representations obtained from pre-trained language
models (LMs). Such approaches run a clustering algorithm such as K-Means
over the output of the LM [9, 25, 8, 30, 6]. In another line of work, some studies
proposed the simultaneous learning of document representations and clustering
through a self-learning approach. This involves computing an auxiliary target
distribution using the output of the model and minimizing the loss between
these distributions [14, 26, 11]. A problem with this approach is the risk of
self-confirmation bias, potentially leading to trivial solutions. Moreover, the
majority of these proposals rely on autoencoders, with limited exploration of
LMs. In this paper, we introduce ADCluster, which uses K-Means as a teacher
to train an LM-based classifier in an iterative manner to adapt it to the clus-
tering task. Figure 1 shows the comparison between our approach and previous
approaches (which use LMs) in the unsupervised clustering task. We hypothe-
size that the adaptation process is essential for any real-world application where
there is no labeled training data.

In applications that rely on document clustering, the collection of docu-
ments is seldom static. For example, consider an online service using web
crawlers to find new content of interest for them, or an online advertising service
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trying to discover appropriate web pages for ad placement [12]. Given that new
content is created every day, their document collections will steadily increase.
With time, clustering will become unreliable because of subtle topic shifts or
previously unknown terms such as Fridays for Future or King Charles III. Our
method facilitates resuming the iterative adaptation of the model to the clus-
tering task from its previous state when a new chunk of documents is to be
incorporated.

Thus, we distinguish between inner and outer adaptation. Inner adaptation
adjusts the LM to the clustering task at hand by an iterative training process
during which the data is considered immutable. Outer adaptation adjusts the
model over time to growing sets of documents by resuming the inner adaptation
when a significant amount of new data becomes available, either by considering
the entire dataset (accumulative outer adaptation) or using only the new data
(non-accumulative outer adaptation). An obvious third possibility is to rebuild
the model from scratch or use a scheduled combination of the three possibilities,
depending on the practical conditions under which the model is used.

In this paper, we mainly focus on introducing the model and studying its
performance under the accumulative and non-accumulative adaptation regimes.
Future work will study the dynamic behavior arising when the model adapts
to growing document collections as topics evolve.

Apart from introducing the clustering technique itself, and the algorithm
used for training, we experiment with three different datasets, each of which we
divide into five chunks in order to simulate growing collections of documents.
The empirical results show the following:

1. Under each variant of the outer adaptation (training from scratch, accu-
mulative, and non-accumulative adaptation), ADCluster outperforms the base-
lines.

2. In the absence of significant topic shifts, the three outer adaptation
regimes usually result in comparable performance. Hence, one can choose be-
tween them as fits the application.

In addition to these main results, we conduct experiments to show that the
method is insensitive to the type of language model used (our main experiments
use BERT).

2 Related Work

Clustering is a much studied unsupervised problem in machine learning and
data mining which is central to many data-driven applications. Many strategies
for clustering arbitary sets of data points in an n-dimensional space have been
studied. These include density-based, hierarchical, centroid- and partition-
based clustering; see Xu and Tian [27] for an overview. K-Means [17] and
HDBSCAN [3] are two of the most popular traditional clustering algorithms.

The progress in deep learning that has been made during the last decade has
made it natural to apply deep learning to clustering tasks [31]. An example
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of this is seen in DEC [26], which utilizes a stacked autoencoder to acquire
document representations from tf-idf vectors. Subsequently, it improves these
representations while learning clustering in a self-supervising manner. Hosseini
and Varzaneh [13] present a hybrid deep clustering method combining a stacked
autoencoder and k-Means to organize Persian texts into clusters.

In recent years, large language models trained for language understanding
and generation have achieved impressive results across a wide range of tasks.
These LMs produce excellent general-purpose contextual representations that
reflect topical information and can thus be used for clustering. Guan et al.
[9] generate document representations by pooling the outputs of ELMo [21]
pre-trained LM and apply K-Means to these representations after normaliz-
ing them. Gupta et al. [10] employ language models for unsupervised model
interpretation and syntax induction through deep clustering of text representa-
tions. Huang et al. [14] fine-tune the LM simultaneously with masked language
modeling and clustering losses.

To our knowledge, no existing research explores deep clustering with LMs for
dynamic scenarios involving a growing set of documents. Our method provides
a simple yet effective approach to improve cluster assignments by training the
LM in an adaptive manner to provide clustering-friendly representations that,
over time, can be adapted to a growing set of documents.

3 Methodology

We first describe how the inner adaptation of the proposed model ADCluster
works. Its pseudocode is given in Algorithm 1. It uses a conventional K-
Means algorithm and a Deep Neural Network (DNN) classifier. The classifier
is adapted iteratively in order to improve the clusterability of the embedding
vectors. This is the inner adaptation. The classifier consists of a LM-based
text encoder (a pre-trained LM with a mean pooling layer over its last layer)
denoted by fθ (where θ is the set of parameters) followed by a Multi-Layer
Perceptron (MLP) head denoted by W that maps document representations to
cluster assignments. Suppose we have an unlabeled dataset D = {dn}Nn=1 of N
documents. At the beginning of each training epoch, we map each document
dn to its contextual representation fθ(dn). So, E = {fθ(dn)}Nn=1 is the set
of document contextual representations. Often, it is beneficial to reduce the
dimensionality of these representations using a dimension reduction method
such as PCA [19] or UMAP [18], resulting in a set E′ of vectors of fewer
dimensions. Next, we use K-Means (based on cosine similarity rather than
squared Euclidean distance) to cluster E′ into K distinct clusters. We use
these cluster assignments {pn}Nn=1 as pseudo-labels to train the classifier. For
this, the MLP W and the encoder fθ are jointly trained to minimize the cross
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Algorithm 1: ADCluster (inner adaptation)

Input : D: the set of unlabeled documents
fθ: LM-based encoder of DNN classifier
W : MLP head of DNN classifier
MaxIter : the max training iterations
EpochSize: iterations per training epoch
b: the mini-batch size
η, γ: the training learning rates
DR: the dimension reduction method
τ : a threshold for the minimum percentage of changing

assignments within two consecutive epochs (convergence threshold)
Output : (θ∗,W ∗): The optimal weights

C: final cluster assignments for D

1 MaxEpoch ← MaxIter/EpochSize;
2 for epoch = 1 to MaxEpoch do
3 E ← encode D with fθ;
4 E′ ← DR(E) ▷ Apply DR with condition
5 P ← run K-means on E′ using cosine similarity;
6 X ← choose b ∗ EpochSize documents from pseudo-labeled set P with a

uniform sampler;
7 W ← initialize W with Xavier initialization;
8 for iter = 1 to EpochSize do
9 Biter ← choose a mini-batch from X;

10 Yiter ←W (fθ(Biter ));

11 ŶK-means ← P (Biter);

12 l← cross-entropy-loss (Yiter , ŶK-means);
13 θ ← θ − η ∗ l(θ) ▷ Update θ
14 W ←W − γ ∗ l(W ) ▷ Update W

15 end
16 Ccurr ← Wpredict(fθ(D)) ▷ predict cluster assignments for D

with DNN classifier
17 t ← compute (Ccurr , Cprev ) ▷ Compute the percentage of changing

cluster assignments compared to previous epoch;
18 if t < τ then
19 stop the iterative process
20 end
21 Cprev ← Ccurr

22 end
23 return θ∗,W ∗,C;
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entropy loss
∑b

n=1 − log
exp (yn,pn

)
∑K

k=1 exp (yn,k)

b
(1)

where yn is the output of the classifier for document dn and b is the mini-batch
size. This cost function is minimized using AdamW [16] and backpropagation
to compute the gradients. With the goal of preventing the classifier from over-
fitting to the current pseudo-labels, we employ only a subset of the data in
every training epoch and restrict the number of iterations (i.e., EpochSize in
Algorithm 1).

It is worth mentioning that there is no correspondence between two con-
secutive cluster assignments. Hence, the final classification layer learned for an
assignment becomes irrelevant for the following one and thus needs to be re-
initialized from scratch at each epoch. We found that re-initializing the entire
MLP head of the classifier rather than the final classifier layer is also beneficial
for reducing the risk of overfitting. Since the MLP is a shallow network (having
only one hidden layer), it can be trained sufficiently in one epoch.

In addition, we predict cluster assignments for all documents at the end
of each epoch using the classifier and stop our procedure when the change in
assignments is less than a threshold τ , i.e., the algorithm terminates when the
number of documents for which the cluster assignment changes falls below τ .

Overall, ADCluster alternates between clustering document representations
to produce pseudo-labels and updating the parameters of the classifier by pre-
dicting these pseudo-labels using Eq. (1). This iterative adaptation of the en-
coder teaches the LM to generate more clustering-friendly representations. This
distinguishes ADCluster from conventional methods, resulting in an improved
K-Means clustering in subsequent epochs. The final clusters are obtained using
the adapted classifier to predict cluster assignments.

If K-Means assigns almost all documents to a few large clusters, θ will only
discriminate between them. A trivial parameterization occurs when all clusters
except one are singletons, and therefore the classifier predicts the same output
for all inputs [4]. To overcome this problem, we train the classifier on uniformly
sampled documents from the pseudo-labeled classes. The result is the same as
weighting the contribution of a document to the loss function by the inverse of
the size of the cluster to which it belongs.

Let us now briefly explain the outer adaptation of ADCluster. Imagine a
data stream where new data arrives sequentially in chunks Ct, where t denotes
the time step. In the accumulative scenario, we resume the inner adaptation of
ADCluster at time t using C0 ∪ · · · ∪Ct as training data when a new chunk Ct

arrives. In contrast, the non-accumulative approach resumes inner adaptation
solely with the latest chunk Ct.
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Table 1: Datasets and statistics. Silhouette Coefficient refers to the Silhouette
score of Rousseeuw [23] which measures how similar a document is to its own
cluster compared to other clusters, the best and worst values being 1 and -
1, respectively. We compute the mean Silhouette Coefficient of all samples
of the datasets using their true labels. As our LM for creating document
representations, we use a BERT language model.

Dataset Yahoo!5 Ag News Fake News

#-Documents 38 812 40 000 480
Avg # sents 25.12 1.45 6.05
Avg # word (in doc) 578.26 36.09 141.20
Avg Silhouette Coefficient 0.01234 0.03736 0.04356

4 Experiments

4.1 Datasets

We employ the following three datasets whose statistics are summarized in
Table 1:

Yahoo!5 is a subset of Yahoo! Answers [29]. The dataset comprises 10
classes, each document consisting of a question, a title, and the best answer to
the question. We obtain the text to be clustered by concatenating these parts.
To obtain a long-text dataset we only choose samples of over 500 tokens. The
resulting dataset includes 38 812 documents.

Ag News [29] consists of 4 classes: World, Sports, Business, and Sci/Tech
news. The number of training and testing samples for each class is 30 000
and 1 900, respectively. We choose 40 000 documuments at random from the
training set. To have a very short-text dataset, we only consider the news text
and ignore the titles.

Fake News [20] comprises 480 medium-length news articles belonging to
six different domains. While half of the articles are real and the other half are
fake news, we do not make use of this distinction but use only the six topics of
the dataset as labels.

Following the approach of prior studies [14, 26, 11], we form unlabelled
documents by removing all labels for the training set, using the labels only to
evaluate unsupervised performance.

4.2 Baselines

We use the following baselines for comparisons:
Traditional clustering algorithms We compare our model with K-

Means and HDBSCAN. For HDBSCAN, we use the soft (or fuzzy) imple-
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mentation1 of the algorithm that predicts probability vectors for all dataset
samples; no samples are considered noise. These vectors show the membership
probability for each cluster, so we assign the sample to the cluster for which the
highest probability has been determined. Instead of using pure BERT vectors,
we apply normalization on them prior to performing dimension reduction and
clustering. Before running HDBSCAN on the datasets, we perform dimension
reduction using UMAP2. For each dataset, we test several values for param-
eters of HDBSCAN and UMAP and report the highest accuracy we get. On
Yahoo! Answers, we perform PCA dimension reduction (n components = 0.8;
preserving at least 80% of variance) before K-Means.

DEC-tfidf we compare our model with that of Xie, Girshick, and Farhadi
[26], using the available PyTorch implementation from https://github.com/

vlukiyanov/pt-dec. We slightly adjust the parameters reported in the paper
to our datasets and present the highest value obtained.

DEC-BERT To have a more fair comparison between ADCluster and
DEC [26], we replace the stacked autoencoder part of DEC with a BERT
language model followed by a mean pooling layer to encode documents and
train it with the same objective function as in DEC.

UFT We compare our model with the model presented in Huang et al.
[14]. We refer to this baseline as UFT. We obtained the source code from the
authors of the paper and applied it to our datasets.

ADCluster-noIter is a non-iterative version of ADCluster. We run K-
Means only once using contextual representations of documents from BERT
and train the neural classifier with the generated pseudo-labels for some itera-
tions.

Centroid-ADCluster Since in ADCluster there is no correspondence be-
tween two consecutive cluster assignments, the final classification layer learned
for an assignment becomes irrelevant for the following one and thus needs to
be re-initialized from scratch at each epoch. We do this to prevent the model
from overfitting to the noisy pseudo-labels. For verification, we implemented
another version of ADCluster in which we, instead of learning a classification
layer predicting the cluster assignments, perform explicit comparisons between
features and centroids.

4.3 Evaluation Metric

We adopt a standard unsupervised evaluation metric that is widely used in
deep clustering studies to compare our proposed method to other algorithms.
For all the algorithms, the number of clusters is set to the number of ground-
truth categories of each dataset, and we evaluate the clustering performance

1https://hdbscan.readthedocs.io/en/latest/soft_clustering.html
2https://umap-learn.readthedocs.io/en/latest/
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using the unsupervised clustering accuracy (ACC):

ACC = max
m

∑N
n=1 1{ln = m(cn)}

N

where N is the total number of documents, ln is the ground-truth label of
document dn, cn is the cluster assignment that is predicted by the clustering
algorithm for dn, and m maps cluster assignments to labels, ranging over all
possible one-to-one mappings. This metric seeks the best possible alignment
between the ground-truth label and the cluster assignments generated by an
unsupervised clustering algorithm. The Hungarian algorithm, presented in the
work of Xu, Liu, and Gong [28], offers a means to efficiently calculate the most
effective mapping function within the context of a linear assignment problem.

4.4 Experimental Setup

We implemented ADCluster using the PyTorch framework, utilizing bert-base-
uncased LM of Hugging Face3. Documents are truncated to their first 256
tokens. To generate document embeddings, we employ average pooling over
the output of the language model. For label prediction, we employ a two-layer
MLP with a single hidden layer. The hidden layer size is set to 128 for Yahoo!5
and Fake News and 768 for Ag News. The hyperbolic tangent function is used
as the activation function for the MLP.

We set the mini-batch size to 4 and the learning rate of the LM and MLP
head to 10−6 and 10−4 correspondingly. We also use a cosine scheduler for the
learning rate of the LM. We train ADCluster for at most 10 000 iterations and
reassign the clustering labels by applying K-Means on document representa-
tions every 200 iteration (which we call an epoch). The threshold for stopping
training when cluster assignments do not significantly change anymore is set to
1% of the documents. The model is trained using the AdamW optimizer with
α and β equal to 0.999. We use the first 200 iterations as warm-up steps for
the LM. To initialize the centroids of K-Means we use the K-Means++ seeding
strategy proposed by Arthur and Vassilvitskii [1] and to initialize weights of
MLP head in each epoch we use Xavier initialization [7]. We train ADCluster-
noIter and Centroid-ADCluster under the same settings. The only difference
for Centroid-ADCluster is that the size of the hidden layer of the MLP head
is 768 for all datasets and the weights of the last layer (768 · K, where K is
the number of classes in the dataset) are initialized with the centroids of the
K-Means which are constant during training. For the other baselines, we test
several sets of values for their hyperparameters and report the best results.

3https://huggingface.co/bert-base-uncased
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Table 2: Overall performances of ADCluster in comparison to baselines. ♥ indicates
short-text datasets.

Method Yahoo!5 Ag News♥ Fake News

Classic
Clustering

Kmeans (BERT) 44.64 81.6 73.96
HDBSCAN (BERT) 58.8 83.68 72.71

DEC [26]∗
tf-idf 50.23 68.93 45.41
BERT 46.43 78.32 75.83

UFT [14]∗ 46.94 65.46 66.67

ADCluster (ours)
Centroid-ADCluster 60.64 80.93 76.67
ADCluster-Final 67.94 83.44 77.50

∗ The result is produced by us following the original paper

Table 3: Performance analysis of ADCluster across varied dataset sizes com-
pared to baselines. Note that, because of the unsupervised setting, there is no
expectation of monotonic increases in performance.

Dataset Method 10% 50% 80% 100%

Ag News
K-Means 82.4 81.39 81.41 81.6
DEC-BERT 79.3 78.22 78.4 78.32
ADCluster 84.08 82.56 84.3 83.44

Yahoo!5
K-Means 53.23 53.5 59.95 52.17
DEC-BERT 45.74 46.44 46.56 46.43
ADCluster 66.3 66.03 67.38 67.94

Fake News
K-Means 64.58 77.08 77.34 73.96
DEC-BERT 68.75 79.58 77.60 75.83
ADCluster 64.58 83.75 79.95 77.50

5 Results and Discussions

5.1 Overall Performance

Generally, ADCluster achieves better performances than most of the baseline
methods across multiple datasets (see Table 2). Compared to traditional clus-
tering algorithms, ADCluster outperforms K-Means from 1.84% (Ag News) up
to 23.3% (Yahoo!5), indicating that the iterative learning process (inner adap-
tation) of our model is effective. We can also note that HDBSCAN achieves
better performance than K-Means in most cases but outperforms ADCluster
only in the case of Ag News. In Table 1, we see that Ag News consists of very
short texts, its average number of sentences per document being 1.45 and the
average number of words being 36.09. It does not seem to provide enough con-
text for BERT to make distinctive representations, thus limiting the efficacy of
our model on this particular dataset. However, in Section 5.5 we will see that
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by replacing BERT with more advanced LMs the performance of our model on
this dataset improves. For Yahoo!5 and Fake News, HDBSCAN gains better
performance than most of the other methods except ADCluster. In fact, for
these datasets, ADCluster displays better performance than all baselines. This
holds even in the case of Fake News, which consists of a very limited number
of documents (i.e., 480 documents).

The comparison with DEC-based models yields the following observations.
Firstly, ADCluster outperforms DEC-tfidf, which we attribute to its use of
BERT contextual representations (whereas tf-idf representations only consider
text as a bags of words and neglect their semantic relations). Secondly, even
though DEC-BERT has similar access to the contextual information of the
language model, its performance is still lower than that of our model. The same
applies to the UFT baseline. The reason could be that these models are trained
in a self-learning fashion and may thus suffer from self-confirmation. Our model
avoids this by using K-Means as an external teacher for our neural classifier.
It also uses a uniform sampling technique for batch creation, mitigating biases
stemming from imbalanced clusters.

5.2 Dynamic Performance Analysis of ADCluster Across
Varied Dataset Sizes

In this experiment, we examine the performance of ADCluster in comparison
to baselines as the dataset size gradually increases. The outcomes of this ex-
periment are presented in Table 3, illustrating the results as the document size
expands from 10% to 100%. In general, ADCluster consistently maintains sta-
ble performance throughout these experiments and surpasses baseline models
for all datasets, with the exception of the 10% case for Fake News.

5.3 Illustration of Learned Representations by ADClus-
ter

In order to investigate how ADCluster develops clustering-friendly representa-
tions through internal adaptation, we visualize the evolution of clusters during
the training process using the Yahoo!5 dataset. Figure 2 shows how ADCluster
clusters the documents during different epochs with ground-truth classes rep-
resented by different colors. The figure clearly demonstrates that at the very
beginning, the structure is random. Along with the adaptation process, docu-
ments are arranged into more distinct groups, which is signified by both color
separation and spatial characteristics. This trend is further confirmed by the
continuous enhancement in clustering performance observed in each successive
epoch.
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(a) Epoch 0 (51.65%) (b) Epoch 5 (57.37%)

(c) Epoch 30 (67.53%) (d) Epoch 50 (67.94%)

Figure 2: Illustration of clustered contextual representations according to AD-
Cluster for Yahoo! Answer during inner adaptation. Colors indicate ground-
truth classes. We have used UMAP to map 768-dimensional representations to
a 2D feature space for illustration.

5.4 The Model Behavior on Data Streams

Notation. Hereafter, if not otherwise specified, we use Ac to abbreviate Ac-
cumulation. We randomly split each unlabelled data collection into 5 chunks
and denote them by C1 (1–20%), C2 (21–40%), C3 (41–60%), C4 (61–80%), C5

(81–100%).
We now analyze the outer adaptation behavior of ADCluster. In this ex-

periment, we assume the number of the clusters to be constant over time, only
receiving new samples. We compare our model with three baselines:

Word2vec+KM We generate document representations as the average of
the Word2vec embeddings of all words in the document and use K-Means to
cluster these representations.

BERT+KM We create document representations by taking the average
of the output of the last BERT layer for non-pad tokens and use K-Means to
cluster these representations.

ADCluster-scratch This baseline is the same as ADCluster except that
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instead of performing outer adaptation, we train the model from scratch (ac-
cumulatively on the whole dataset or non-accumulatively on the last chunk
only, respectively). Thus, we remove the outer adaptation and the model only
benefits from the inner adaptation.
Tables 4–6 show the results of our experiments.

As our main take-aways from these experiments, we note that ADCluster
outperforms the Word2vec+KM and BERT+KM baselines in all cases in both
the Ac and non-Ac settings. The superior accuracy of ADCluster on chunk
C1 can be attributed to the inner adaptation which the baseline models lack.
However, interestingly the outer adaptation results in superior performances
in most cases on chunks C2–C5 even compared to ADCluster-scratch, which is
remarkable and shows the effectiveness of outer adaptation.

Table 4: Comparing the outer adaptation performance of ADCluster with base-
lines on Yahoo!5.

Method Ac C1 C2 C3 C4 C5

Word2vec+KM Yes 52.09 41.86 47.08 44.94 49.02
BERT+KM Yes 46.28 53.84 53.67 55.24 53.70
ADCluster-scratch Yes 67.33 66.44 64.06 64.51 62.06
ADCluster Yes 67.33 67.99 68.07 67.8 67.48

Word2vec+KM No 52.09 42.51 45.72 49.79 50.22
BERT+KM No 46.28 57.02 52.00 54.86 55.04
ADCluster-scratch No 67.33 67.11 65.19 61.79 65.50
ADCluster No 67.33 68.07 68.24 67.61 67.98

Table 5: Comparing the outer adaptation performance of ADCluster with base-
lines on Ag News.

Method Ac C1 C2 C3 C4 C5

Word2vec+KM Yes 80.65 79.98 80.55 80.87 80.83
BERT+KM Yes 81.66 81.42 81.50 81.51 81.52
ADCluster-scratch Yes 84.07 84.56 84.09 83.07 81.76
ADCluster Yes 84.07 84.81 82.56 83.05 84.03

Word2vec+KM No 80.65 79.59 81.49 80.80 80.85
BERT+KM No 81.66 81.43 81.20 81.82 81.05
ADCluster-scratch No 84.07 83.74 81.95 83.87 82.51
ADCluster No 84.07 84.01 84.25 83.6 83.44
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Table 6: Comparing the outer adaptation performance of ADCluster with base-
lines on Fake News.

Method Ac C1 C2 C3 C4 C5

Word2vec+KM Yes 67.71 79.69 78.47 71.35 74.58
BERT+KM Yes 57.29 77.60 77.08 77.34 77.29
ADCluster-scratch Yes 69.79 82.81 84.37 79.69 79.58
ADCluster Yes 69.79 83.33 83.68 81.25 80.62

Word2vec+KM No 67.71 80.21 62.50 54.17 57.29
BERT+KM No 57.29 77.08 58.33 53.12 51.04
ADCluster-scratch No 69.79 82.29 67.71 57.29 59.37
ADCluster No 69.79 86.46 79.17 61.46 73.96

5.5 Ablation study

In this ablation study, we design two settings to study the effectiveness of
each ADCluster component. First, we replace the default BERT language
model with recent models such as RoBERTa, SBERT, and BART. Second,
we test various settings: (1) removing outer adaptation, (2) using a random
sampler instead of a uniform sampler, and (3) Using UMAP for dimension
reduction (instead of PCA for the Yahoo!5, and instead of not using dimension
reduction for Ag News and Fake News). Figure 3 clearly shows that recent
advanced language models yield better performance on all of the datasets.
Table 7 summarizes the performance of ADCluster in the second setting. Across
all experiments, the final model of ADCluster shows better performance than

67,94 68,02 68,37

72,03

77,5 77,29

82,71

87,29

83,44
85,24 86,08

87,62

60

70

80

90

BERT RoBERTa SBERT BART

Yahoo!5 Fake News Ag News

Figure 3: Ablation study w.r.t. different language models being used for the
inner adaptation of ADCluster.
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Table 7: Ablation study to evaluate the impact of different components of
ADCluster to the final performance.

Ablation setting Yahoo!5 Ag News Fake News

Non iterative 53.89 82.88 73.96
UMAP 64.74 58.33 66.25
Random sampler 65.78 79.2 76.04

these variants.

6 Conclusion and Future Work

We have introduced ADCluster, a neural document clustering model that it-
erates between a contextual language model and K-Means. K-Means is ap-
plied to contextualized document representations created by a BERT language
model in order to obtain pseudo-labels. The weights of the language model
are then iteratively adapted to improve the prediction of cluster assignments
using discriminative loss. Not only does this inner adaptation result in su-
perior clustering performance, it also enables us to resume training when the
dataset grows (outer adaptation), as is often the case in real-world applications.
Our empirical results show that for medium to long-text documents, ADClus-
ter consistently outperforms conventional clustering models by a considerable
margin with respect to the unsupervised accuracy measure.

Future work will have to study the inner and outer adaptation in more
detail. For instance, one interesting direction could be a “soft adaptation”,
which continuously measures how much weight the outer adaptation shall place
on earlier and later chunks. So far, we only presented two extreme cases, i.e.,
accumulation or non-accumulation.

Moreover, text data is often accompanied by additional modalities such as
images, audio, and video. Such multimodal data has the potential to help
the model understand the semantics of documents and assign them to the
right cluster [5, 15]. Multimodality can also open the door to new real-world
downstream applications. Therefore, we are interested in extending our model
to multimodal data clustering in the future.
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Abstract: Considering the importance of identification and tracking of news
stories within the constant stream of news content, this paper introduces
PromptStream, a novel approach to the task of unsupervised news story discov-
ery. The key to achieving coherence and completeness in story identification
throughout the stream lies in embedding as much topic-related information
from the articles as possible. PromptStream constructs these article embeddings
using cloze-based prompting. These representations continually adjust to the
evolving context of the news stream through self-supervised learning, employing
a contrastive loss and a memory of the most confident article-story assignments
from the most recent days. Extensive experiments with real news datasets
highlight the notable performance of our model, establishing a new state of the
art. Additionally, we delve into selected news stories to reveal how the model’s
structuring of the article stream aligns with story progression.

Key words: news story discovery, online clustering, data stream, contrastive
learning, cloze-style prompting, article embedding

1 Introduction

In the abundance of news being generated daily, online news story discovery
streamlines individual news consumption and is invaluable for news summariza-
tion, recommendation systems, and other services reliant on structured news
content understanding. The concept of recognizing and tracking topics within
a stream was initially introduced in the Topic Detection and Tracking (TDT)
task [2]. This task revolves around techniques for the automated structuring of

∗The paper has been accepted for publishing in the Proceedings of the 2024 Joint In-
ternational Conference on Computational Linguistics, Language Resources and Evaluation
(LREC-COLING 2024), and has been re-typeset to match the thesis style.
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textual data streams into coherent topic groupings. In the context of a news
stream, these topics essentially represent news stories. Individual news articles
report on real-world events, and a subset of articles within the news stream
that concern the same event constitutes a news story. We present a model
that utilizes cloze-based prompting and self-supervised contrastive learning
techniques to tackle this task.

Early efforts in news story discovery relied on sparse document representations
such as keywords, and TF-IDF vectors [13, 22]. However, as dense document
representations encompassing richer semantic information started to emerge,
researchers began exploring their potential in news story discovery. Staykovski
et al. [22] compared TF-IDF and Doc2Vec representations for news story
discovery and concluded that sparse representations are better for this task.
Recently, Saravanakumar et al. [18] demonstrated that integrating contextual
BERT representations alongside TF-IDF representations could enhance task
performance. This improvement could be achieved through fine-tuning BERT on
event similarity using a triplet network architecture [10] and providing external
entity knowledge.

Alignment and uniformity [24] represent fundamental characteristics inherent
to any embedding space. In the context of news story discovery, alignment
pertains to the proximity of articles related to the same story within the
embedding space, while uniformity assesses how uniformly random articles are
distributed throughout that space. One reason why document representations
from pre-trained language models (PLMs) like BERT, without fine-tuning, are
less effective for news event discovery is their lack of uniformity. This uniformity
issue makes it challenging to differentiate between two articles that share the
same theme but concern distinct events.

In recent years, contrastive learning has demonstrated its remarkable effec-
tiveness in numerous language processing and computer vision tasks. This
effectiveness stems primarily from its ability to enhance the alignment and
uniformity of embedding spaces, as indicated by Wang and Isola [24]. A notable
example of this success in news story discovery is the work conducted by Yoon
et al. [26]. They used contrastive learning for training story-indicative document
representations from sentence representations in a continual learning setting
over the news stream and showed that these representations are superior to
sparse alternatives.

Recently, prompting has emerged as a groundbreaking technique that has
significantly enhanced the performance of natural language processing tasks
that require deep understanding. Prompt-based methods align with the Masked
Language Modeling (MLM) pretraining task of language models. In MLM, a
portion of the input tokens are masked and the model is trained to predict those
tokens. Similarly, in cloze-style prompting, a template like ”A ¡mask¿ event”
is integrated into the input, and the prediction can be obtained by decoding
the output embedding associated with ¡mask¿. Thus, effectively leveraging the
large-scale knowledge of PLMs, ultimately resulting in the generation of more
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informative representations.

Table 1: Visualization of selected samples from the News14 dataset. The color
saturation indicates the attention the tokens receive from the ¡mask¿ token
in the prompt. These examples are an indication that prompting results in
topic-tailored representations for the articles by attending to the most important
tokens in the text such as events and named entities.

A Chinese doctor has admitted in court that she stole babies from the

hospital where she worked and sold them to human traffickers state media

and a court said Zhang Sh ux ia , a locally respected and soon - to

- ret ire obst etric ian stood trial on Monday in Sha an xi Province ’s

F up ing County according to online postings from the court Zhang told

parents their newborn s had congen ital problems and persuaded them to

sign and give the babies up ,” the court postings said The case exposed

the operations of a baby trafficking

Pass engers and crew aboard a Russian ship trapped for eight days in

ice off Antarctica planned to ring in the New Year with dinner drinks

and song as they waited for a break in a bl izzard to allow a Chinese

helicopter to rescue them But they can ’t party too hard because the

rescue could come at any minute The Ak adem ik Sh ok als ki y

trapped since December 24 about 100 n autical miles east of a French

Antarctic station Dum ont D Ur ville and about 1 500 n autical miles

south of Tasmania welcomes the New Year at 1100 GMT two hours ahead

of sydney

In this paper, we present a pioneering approach utilizing cloze-based prompting
to enhance article representations with topic-related information, tailoring them
to the specific needs of news story discovery in a dynamic news stream. Table 1
presents two instances that illustrate how cloze-based prompts select the most
topic-related words from the text to generate the article representation. These
representations undergo continuous fine-tuning via cluster-level contrastive
learning, making use of a memory bank of confident article-story assignments
for self-supervision, to remain relevant within the latest context. The primary
objective of confidence-aware memory replay is to effectively mitigate concerns
regarding data scarcity and ensure the provision of robust supervision for
contrastive learning.

The main contributions of this work are:

1. To the best of our knowledge, our approach is the first in its utilization
of cloze-based prompting to enhance article representations for news story
discovery.

2. We continuously fine-tune article representations via contrastive learning
that makes use of a memory bank of confident article-story assignments for
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self-supervision.

3. We make an extensive experimental comparison of PromptStream with
SOTA methods for unsupervised online news story discovery. We use three
real news datasets for these evaluations and establish a new state of the
art.

4. Additionally, we make a deeper exploration of some stories to reveal connec-
tions between natural story progression and how PromptStream structures
the article stream.

2 Related Work

2.1 News Story Discovery

Laban and Hearst [13] create a keyword-based graph of articles within a window
spanning over N days by connecting articles that share more keywords than
a specified threshold. The system then identifies local topic clusters within
overlapping windows using the Louvain community detection algorithm [6].
For long-term stories, it combines topics from non-overlapping windows with a
similarity above a given threshold. Staykovski et al. [22] enhance this method
by using TF-IDF vectors rather than keywords.

In contrast to the above batch-clustering approach, Miranda et al. [16] employ an
online clustering approach, where streaming news articles are compared against
existing topic clusters to find the best match or to create a new cluster. Their
method computes the similarities between an article and a cluster according
to multiple sparse document representations (such as TF-IDF vectors for title,
body, and concatenation of title and body) and then aggregates them using a
Rank-SVM model. The decision to merge a document with a cluster or create a
new cluster is again taken by an SVM classifier. Both SVM models are trained
using a supervised training set. Moreover, it uses article timestamps to avoid
merging recent documents with older clusters.

Saravanakumar et al. [18] follow an approach similar to that of Miranda et al.
[16], but attune BERT embeddings for news event recognition by fine-tuning and
adding external entity knowledge. Both Miranda et al. [16] and Saravanakumar
et al. [18] exploit external knowledge and labeled datasets, which renders them
less practical for real-world applications where supervised data is scarce.

In a recent study, Yoon et al. [26] employ a hierarchical architecture to construct
article representations from sentence representations derived from pre-trained
sentence encoders. Sentence representations are aggregated into article rep-
resentations through a one-layer transformer. These representations are then
compared with the existing cluster representations within the current window
to either identify the best match or establish a new cluster. Notably, the article
representations are continuously refined in a self-supervised fashion, with a
focus on the most confident assignments within the current window.
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2.2 Prompt-Based Prediction

Prompt-based prediction [7, 19, 8] approaches NLP downstream tasks as masked
language modeling problems. In this approach, a language model initially
generates an output based on a predefined prompt utilizing a task-specific
template that subsequently is mapped to the output space of the downstream
task. This methodology allows for cost-effective knowledge extraction from pre-
trained language models and maximizes the utilization of pre-trained corpora.
It proves to be an ideal approach for tasks like keyword identification and topic
detection since it does not rely on external tools or corpora, in contrast to
several of the approaches mentioned in Section 2.1. Examples of successful uses
of prompting in natural language processing tasks are: [28, 27] for zero-shot and
few-shot event detection, [12] for sentence embedding, and [20, 4] for named
entity recognition.

3 Preliminaries

An article d is a sequence [w1, w2, . . . , w|d|] of words. A news story s is a set
of articles, s = {d1, d2, . . . , d|s|}, all related to the same event. The objective
of online story discovery is to incrementally assign each new article d in an
unbounded news article stream D = [d1, d2, . . . ] to an existing story or create a
new cluster if d does not match any existing one. This process is unsupervised.

To account for the publication time of news articles and prevent the assignment
of articles to outdated, no longer relevant stories, we employ the concept of
a sliding window W ⊆ D. This approach is commonly used for mining data
streams [13, 21]. The window and sliding size determine the time span of interest
for ongoing stories and the frequency of updates, respectively. For example, a
sliding window of 3 days, sliding by one day, addresses the articles published
within the last 3 days, with daily updates.

For simplicity, we assume that each article is associated with a single story, and
a story is considered alive if at least one article within the window W is part of
that story. The set of alive stories within the window W is denoted by SW.

4 The New Model: PromptStream

PromptStream is an online story discovery model that generates topic-aware
representations by employing a cloze-based prompting technique for articles.
The model architecture is illustrated in Figure 1 and the procedure is described
in Algorithm 1. In summary, new articles within a sliding window are assigned
to relevant stories, and the prompt-based encoder is updated every N days in a
self-supervised manner, utilizing a memory of confident article-story assignments.
Detailed explanations are provided in the subsequent sections.
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Algorithm 1: PromptStream pseudocode

Data: D: a news article stream
prompt enc: prompting-based PLM
mean enc: mean pooling-based PLM
update freq : updating frequency of prompt enc
memory : confident article-story assignments
θ: article-story similarity threshold
δ: confidence threshold
Result: A set S of stories in stream D

1 prompt enc ← fine-tune with data of initial update freq days in a cold start ▷
Section 4.3

2 S← ∅
3 memory ← ∅
4 counter ← 0
5 for every sliding window W in D do
6 SW ← existing stories in W
7 for every new article d ∈W do
8 Rmean

d ← mean enc(di) ▷ Section 4.1

9 Rprompt
d ← prompt enc(di) ▷ Section 4.2

10 Rd ← Rprompt
d +Rmean

d

11 if max ({simd,sj |sj ∈ SW}) > θ then
12 Assign article d to corresponding sj
13 if simd,sj > δ then
14 memory ← memory ∪ (d, sj)
15 end

16 else
17 snew ← make a new story with d
18 SW ← SW ∪ snew
19 memory ← memory ∪ (d, snew )

20 end

21 end
22 counter ← counter + 1
23 if mod(counter , update freq) == 0 then
24 Smem ← existing stories in memory
25 for epoch in epochs do
26 for iter in iters do
27 B← a batch from Smem with uniform sampling
28 Lcts ← contrastive loss for B ▷ Section 4.3
29 prompt enc ← update with Lcts

30 end

31 end
32 memory ← ∅
33 end
34 S← S ∪ SW
35 end
36 return S
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Figure 1: Architectural overview of PromptStream.

4.1 Topic-Aware Article Representation

The representation Rd of an article d is the sum of two distinct representations:
prompt-based representation and the output of the mean pooling over the last
layer of the PLM:

Rd = Rprompt
d +Rmean

d

Prompt-Based representation (Rprompt
d ) In a news article, not every word

carries equal significance in identifying the described events. Some words,
particularly named entities, contain a wealth of crucial information. By employ-
ing suitable and task-specific prompting templates, we can create topic-aware
representations that focus more on the critical aspects of the document.

To achieve this, we utilize a cloze-style prompt to extract topic-aware repre-
sentations from the text. This process involves transforming the article into a
cloze-based prompt using the template

[ topic : <mask> ] <title> <body>

where <title> and <body> represent the title and body of the news article, re-
spectively. However, unlike the case of text classification and question-answering
tasks, we do not use the label tokens predicted by the PLM classification head,
but we use the output of the PLM’s last layer for the <mask> token as the
topic-aware article representation.

Mean-Pooling Representation (Rmean
d ) Cloze-based prompting focuses

on specific tokens or entities within the text, making it well-suited for capturing
topic-specific information. Mean pooling, on the other hand, provides a broader
and more general representation of the entire document. By combining these two
representations, we are effectively leveraging both the fine-grained, contextually
rich information obtained from cloze-based prompting and the more holistic
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and global context captured by mean pooling. This combination results in a
more balanced and informative view of the document that is better suited for
clustering tasks. Hence,

Rmean
d =

1

n

n∑

i=1

hi ,

where hi is the embedding of token i from the last layer of a frozen PLM.

4.2 Online Story Assignment

Dynamic Story Representation The story representation Rsi of story i is
computed as the average of the representations Rdj

of the articles comprising
the story:

Rsi =
1

|si|
∑

dj∈si

Rdj .

This representation is updated each time a new article is allocated to this story.

Article-Story Similarity To determine which story a new document di in
sliding window W belongs to, we evaluate the similarity of document di with
any story sj ∈ SW by using the cosine similarity metric as follows:

sim(di, sj) = cos
(
Rdi , Rsj

)

If the highest similarity between di and the stories in the window exceeds a
predefined threshold θ, we assign di to the story sj that resulted in the highest
similarity and update the representation of that story accordingly. Otherwise,
we establish a new cluster with document di and set the cluster’s representation
to Rdi . Following Yoon et al. [26], we set the default value of threshold θ, which
defines the granularity of the stories, to 0.5.

4.3 Self-Supervised Continual Learning

We update the prompting-based encoder every N days using cluster-level
contrastive learning. This loss function encourages articles to be moved closer
to the center of their respective clusters while simultaneously being pushed
away from other cluster centers. Updating the encoder daily with data from
the same day can lead to fluctuating distributions, potentially undermining
the encoder’s consistency. In addition, contrastive learning benefits from an
abundance of negative examples, making it more effective to accumulate data
over several days and then update the model with this aggregated dataset.
Therefore, we integrate the memory replay concept from continual learning.
This helps prevent catastrophic forgetting and ensures that the encoder remains
temporally consistent as the article stream evolves.
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Confidence-Aware Memory Replay We establish a memory bank con-
taining data from the most recent N days, which serves as the data source for
contrastive learning. In this context, we quantify the confidence of articles by
their similarity with the centers of their respective stories. Only samples with
confidence exceeding a predefined threshold δ are included in the memory bank.

Uniform Sampling Given the varying sizes of different stories, creating
training batches with a random sampler from the memory bank can potentially
lead to a trivial solution. This occurs when the vast majority of articles are
consistently assigned to just a few stories, causing the encoder to become biased
toward those clusters and predict them for all subsequent articles. A strategy
to address this issue is to sample articles using a uniform distribution across
the clusters. This is equivalent to weighting the contribution of an input to
the loss function by the inverse of the size of its assigned cluster. Therefore,
for training the prompt-based encoder, we construct batches using a uniform
sampler from the memory bank.

Contrastive Loss Given a batch B of positive article-story pairs (d, s) ∈ B
the following contrastive loss function is utilized for fine-tuning prompting-based
encoder:

Lcts = −
∑

(d,s)∈B
log

(
ecos(Rd,Rs)/τ

∑
s′∈SW ecos(Rd,Rs′ )/τ

)

Here, τ is the temperature parameter. This loss function encourages articles to
be moved closer to the center of their respective clusters while simultaneously
being pushed away from other cluster centers. This enhances the uniformity
and alignment of the embedding space for prompt-based representations. In
the initial N days where Rprompt

d has not yet been fine-tuned, our model relies
exclusively on Rmean

d for embedding articles.

5 Experiments

We evaluate the performance of PromptStream on three labeled news datasets
in Section 6.1 with common extrinsic clustering evaluation metrics. An ablation
study is performed to investigate the impact of different components of the
model in Section 6.2. Finally, we make a qualitative analysis to investigate the
performance of the model beyond the metrics in Section 6.3.

5.1 Datasets

We conduct experiments on three labeled datasets that were constructed by
Yoon et al. [26] from real news datasets:
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NEWS14: This dataset consists of 16,136 articles categorized into 788 unique
stories from the year 2014, sourced from the dataset introduced in [16].

WCEP18: This dataset was created by curating 828 news events published
in 2018. It comprises 59,073 articles and has been sourced from the WCEP
dataset [9].

WCEP19: This dataset was assembled by selecting 519 events from the year
2019, gathered from the WCEP dataset [9]. It encompasses a total of 37,637
articles.

5.2 Baselines

We compared PromptStream with five state-of-the-art algorithms that can be
used for unsupervised and online story discovery: ConStream [1], NewsLens [13],
BatClus [16], DenSps [22], and SCStory [26]. ConStream is a widely recognized
streaming document clustering algorithm frequently used for story discovery. It
relies on keyword-count statistics and employs incremental clustering through
micro-clusters. The other three algorithms were discussed in Section 2.1. We
adopted the same naming convention for these baseline methods as Yoon et
al. [26]. Following Yoon et al. [26], in the case of BatClus, we employed an
unsupervised setting to ensure a fair comparison. For a better assessment, we
also compared our model with advanced variants of the existing algorithms that
incorporate PLMs.

5.3 Evaluation Metrics

The evaluation metrics used were the score by Bagga and Baldwin [5], denoted
by B3-F1 here, the Adjusted Rand Index (ARI) [11], and the Adjusted Mutual
Information (AMI) Vinh, Epps, and Bailey [23]. B3-F1 focuses on the precision
and recall of individual data points within clusters, rather than pairwise com-
parisons, and is considered one of the best metrics to evaluate text clustering
algorithms [3]. Staykovski et al. [22] provide an extensive explanation of how it
is computed. ARI is a symmetric measure that provides an overall assessment
of clustering quality, considering both pairwise agreements and disagreements.
AMI also favors clusterings where data points that are similar are placed into
the same cluster, but it is less sensitive to clusterings that divide ground truth
classes into multiple clusters. ARI and AMI are both adjusted for chance
agreement. All three metrics have a maximum score of 1.

Following [26], Table 2 reports the average scores for each metric across each
sliding window over the data streams. Table 3 presents these metrics over the
complete data streams, an approach we also employ in our analysis detailed in
Section 6.2.
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NEWS14 WCEP18 WCEP19
B3-F1 AMI ARI B3-F1 AMI ARI B3-F1 AMI ARI

ConStream† 0.314 0.128 0.069 0.408 0.444 0.222 0.400 0.497 0.292
NewsLeans† 0.481 0.309 0.077 0.527 0.490 0.117 0.554 0.529 0.141
BatClus† 0.706 0.726 0.572 0.694 0.786 0.571 0.698 0.791 0.574
DenSps† 0.669 0.602 0.358 0.697 0.759 0.487 0.701 0.765 0.487

ConStream+SBERT† 0.434 0.413 0.276 0.701 0.784 0.657 0.704 0.795 0.667
NewsLeans+SBERT† 0.749 0.718 0.564 0.767 0.823 0.631 0.784 0.887 0.664
BatClus+SBERT† 0.764 0.785 0.648 0.751 0.835 0.656 0.759 0.837 0.657
DenSps+SBERT† 0.750 0.720 0.567 0.754 0.824 0.624 0.762 0.830 0.660
SCSTory+SBERT 0.895 0.873 0.837 0.867 0.876 0.809 0.873 0.89 0.83

PromptStream 0.915 0.845 0.835 0.913 0.885 0.863 0.919 0.904 0.887

Table 2: The average B3-F1, AMI, and ARI over each sliding window in the
article streams. For PromptStream and SCStory, the scores are the average
of five different runs with different random seeds. Scores marked with † are
included from Yoon et al. [26] to self-contain this paper.

NEWS14 WCEP18 WCEP19
B3-F1 AMI ARI B3-F1 AMI ARI B3-F1 AMI ARI

SCSTory+SBERT 0.806 0.862 0.294 0.799 0.904 0.628 0.820 0.917 0.718

PromptStream 0.843 0.898 0.610 0.825 0.916 0.644 0.852 0.931 0.766

Table 3: B3-F1, ARI, and AMI over the entire article streams. For Prompt-
Stream and SCStory, the results are the average scores of five different runs
with different random seeds.

5.4 Experiment Settings

We implemented our model in PyTorch [17] with Transformer Library [25]
and chose sentence-transformers/all-roberta-large-v11 as the PLM for both
prompting-based and mean pooling based encoders. This is a roberta-large [14]
model well-suited for tasks such as clustering and semantic search. For training
the prompting-based encoder, we used the AdamW [15] optimizer with a batch
size of 64, and a learning rate of 5e-6. We set the max sequence length for the
tokenizer to 128. This choice may be advantageous because, in news articles,
the most informative content is typically found in the title and the introductory
section of the text. The θ and δ thresholds were both set to 0.5. The window
and sliding sizes were 3 and 1, respectively, in both our model and our runs
for SCStory. The temperature for contrastive loss for all datasets was 0.2. We
updated the prompting-based encoder every 10 days. Regarding the parameters
for SCStory, with the exception of the window size, which we adjusted to 3, we
maintained the default values as reported in the paper.

1https://huggingface.co/sentence-transformers/all-roberta-large-v1
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6 Results and Discussions

Here we present the performance evaluation, the ablation study, and the quali-
tative cluster analysis.

6.1 Overall Performance

Tables 2 and 3 provide a comparison between the baseline models and Prompt-
Stream for the online story discovery task. As shown in Table 2, PromptStream
exhibits superior performance compared to SCStory achieving a 3.7% higher
average B3-F1 score over sliding windows of the entire data stream across all
datasets. Furthermore, with respect to other metrics, it outperforms SCStory in
most cases. When assessing metrics across the entire data stream, as presented
in Table 3, it becomes evident that PromptStream surpasses SCStory in terms
of B3-F1, AMI, and ARI by an average of 3.1%, 2%, and 12.7%, respectively,
across all three datasets.

Both PromptStream and SCStory perform superior to the other baselines, which
we attribute to the fact that they both use attention to compute representations
that emphasize the relevant parts of each article.

6.2 Ablation Study

NEWS14 WCEP18 WCEP19

PromptStream (default) 0.843 0.825 0.853
w/o prompt-based rep. 0.813 0.767 0.793
w/o mean rep. 0.831 0.814 0.843
w/o uniform sampler 0.842 0.807 0.842

Updating prompting-based encoder
No update 0.564 0.493 0.525
Only with first 10 days 0.833 0.818 0.842
Every 5 days 0.836 0.822 0.846
Every 15 days 0.843 0.824 0.854

Prompting templates
(This news is about: ¡mask¿) [title] [body] 0.845 0.823 0.851
¡mask¿ [title] [body] 0.843 0.822 0.851
Keywords: ¡mask¿ \n [title] \n [body] 0.845 0.823 0.854
[title] \n [body] \n Keywords: ¡mask¿ 0.844 0.817 0.855

Table 4: B3-F1 results from PromptStream ablation study with various config-
urations. Since the variation of the results for different seeds is very low, we
report the results only for one run.

Table 4 presents the results of the ablation study. In most cases, the scores
closely resemble those of the default model. However, two notable outliers
are worth mentioning. Firstly, when the prompting-based representation is
removed, there is a substantial drop in the B3-F1 score. Secondly, the omission
of updates to the prompting-based encoder leads to a dramatic reduction in
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this score. These results strongly suggest that the main technical contributions
of our proposal, the fine-tuned prompting-based representation, and the self-
supervised continual learning, indeed play a central role in achieving superior
performance.

The results indicate that continual training results in representations that out-
perform those trained only for the initial 10 days. Additionally, as previously
discussed in Section 4.3, the effectiveness of contrastive loss is highly dependent
on the number of negative examples. In our model, these negative examples
correspond to the centers of clusters other than the cluster an article belongs
to. Therefore, it is advantageous to maintain a larger memory bank with more
clusters for contrastive learning. Reducing the update frequency, which effec-
tively retains data for more days in the memory bank, increases the likelihood
of having more clusters in the memory bank. As seen in Table 4, updating the
prompt-based encoder less frequently, e.g. every 15 days instead of every 5 days,
increases the performance.

A surprising finding was the relatively minor impact of the prompting templates
on the final scores. It appears that merely having a prompt-based representation
in place is sufficient to improve performance. Notably, the scores achieved by
the prompt-based representation on its own are only slightly lower than those
of the default model.

Furthermore, the results reveal that mean-pooling representations and the
uniform sampler significantly contribute to the overall performance of the
model.

In Figure 2, we compare the performance of PromptStream and SCStory with
regard to B3-F1 over the entire data stream while varying the window sizes.
As the figure illustrates, our model consistently outperforms SCStory and
demonstrates greater stability. However, it is noteworthy that the performance
of both models tends to decline as the window size increases. This makes sense
because the window size signifies the time period of our interest in the stories,
and if it becomes excessively large, the models may merge events with similar
themes rather than detecting fine-grained events.
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Figure 2: Comparison of PromptStream performance with that of SCStory for
different window sizes, using the B3-F1 score for the entire stream.
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Table 5: Five stories from WCEP18 that PromptStream divided into multiple
smaller stories, resulting in low performance on the evaluation. The story id,
n articles, and n pred labels are the story’s gold label, the story size, and the
number of clusters generated by PromptStream respectively. The theme is a
general description of the articles in the story which all could be argued to
contain multiple sub-stories.
story id n articles n pred labels Theme

64606 54 28 Opinion about Donald Trump and his expressions
Keywords: Trump, president, Haiti, mocks, Modi

67432 72 22 General reporting related to Calgary and British Colombia
Keywords: Calgary, family, accident, Stampeders (sports team), wildfires

64773 51 20 American foreign policy and international politics
Keywords: Trump, election, Venezuela, Jerusalem, U.S.

66490 68 18 Financial markets related to health and tech
Keywords: global, market, treatment, Vodafone, U.S.

65030 66 17 U.S. foreign policy dominated by trade agreements and North Korea
Keywords: Trump, north, Korea, tariffs, NAFTA

6.3 Qualitative Analysis

To investigate the quality of the clustering into stories we made a basic qualitative
analysis of the WCEP18 dataset. The size distribution of the gold labels is
rather balanced with the largest story containing 82 articles. In contrast, the
largest cluster found by PromptStream comprised 603 articles, suggesting that
improvements can be made to the model. The cluster contains news about
North and South Korean progress on peace and denuclearization spanning over
a month in April–May 2018. This could rightfully be considered a coherent
story from a worldwide perspective but one could also argue that the gold labels
(n = 15) contain individual stories within this larger event.

To further the analysis, we took the five stories that PromptStream had split
into the largest number of sub-stories. These have the most negative impact on
the model performance and are therefore interesting to investigate for model
improvement. In Table 5 we see a summary of the stories and the number of
predicted labels by PromptStream. It is fair to say that the clusters in the
table do not describe coherent stories, even though the gold labels suggest so.
E.g. the story with id 67432 contains general reporting on news in Calgary and
British Colombia concerning e.g. local politics, accidents, and sports events.
PromptStream has made a finer division of this story into such themes. The
same is evident when analyzing the articles in the story with id 64606 centered
around various opinions about Trump as a president from different perspectives.
Its sub-stories revolve around Trump mocking the accent of the president
of India, and Haitians protesting Trump’s derogatory comments, which are
individually captured by the model. This indicates that better datasets are
needed to test the capacity of extracting granular stories.

For this study, we conclude that PromptStream is performing adequately even
though the scores were reduced due to limitations of the gold labeling.
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7 Conclusion

We introduced PromptStream as a novel approach to unsupervised online
story discovery. PromptStream combines a cloze-based prompt representation
with mean pooling representation from SBERT to embed articles, ensuring
a balance between the article’s topic-specific information and a more general
representation of the entire document. These representations are continuously
updated throughout the stream with contrastive learning using a memory of the
recent confident article-story assignments. This process refines the prompt-based
representations and aligns them with the latest context within the news stream.
In the evaluation of three labeled datasets, our model demonstrated performance
improvements over the previous state of the art. Further, the subsequent ablation
study highlighted the efficacy of prompt-based representation and continual
training.

Data and Code Availability

The datasets are publicly available. The code for PromptStream is available at
https://github.com/Aha6988/PromptStream.
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Abstract: We propose event-based topic discovery in a text-image data stream
of news articles as an important and challenging problem in the larger field of
topic discovery. To enable researchers to develop and evaluate methods for this
task, we provide METOD, an annotated dataset of news articles from the New
York Times. Each news article consists of text and image data. Finally, we
develop a baseline algorithm and analyze its performance on METOD.
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1 Introduction

The number of news articles published daily is vast and continuously grow-
ing. For example, Reuters alone averages some 5 000 articles written by their
2 500 associated journalists1. While initially designed to inform and entertain
individuals, online news has now become a crucial data source for numerous
modern information retrieval systems. For instance, automated news monitoring
can aid organizations in staying current with industry trends [36], generating
market forecasts [23], and facilitating brands in placing their ads in suitable
media contexts [51]. Additionally, techniques like document clustering [7] and
summarisation [5] assist users in obtaining an overview of the global state of
affairs, with topic detection [27] and sentiment analysis [40] adding further
depth.

In this paper, we focus on the discovery of fine-grained topics linked to the
distinct events such as a particular election, accident, or natural disaster. This
is in contrast to classical topic analysis, which clusters articles into thematic
categories which can be more or less fine grained but are typically “timeless”, such
as natural disasters, culture, sports, or crime. For example, the topic Hurricanes
could cover all news articles about hurricanes whereas event-based topic discovery
would distinguish between the topics Hurricane Eta and Hurricane Iota in

1https://www.reutersagency.com/en/about/about-us/
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Figure 1: Event-based news topic discovery monitors news streams with the
goal to group articles into topics according to their underlying real-world events.

the news of 2020. Figure 1 demonstrates a stream of news articles including
coverage of the Bushfire Crisis in Australia in 2020. At first glance, it seems
that all news articles refer only to the fire crisis. However, they are all referring
to a specific event and form an event topic. We believe that this more detailed
level of analysis is better suited for automated news monitoring, as it allows us
to separate the news flow into individual story lines. However, as we shall see,
it is not a trivial processing tasks because also relatively simple events often
give rise to a cascade of articles, each addressing a distinct aspect, perspective,
or implication of the event itself.

Another consideration is that online news reporting is typically multimodal in
nature, in that it combines text, images, video, audio, and different types of
tabular and otherwise structured data to convey its message. This arguably
makes communication more efficient, as each modality has its own strengths
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and limitations, and the combination of modalities can help create a richer and
more immersive user experiences. In recent time, social media has grown in
importance as a news channel for the general public [15], and the posts shared
frequently combine textual and visual elements. The strengths of social media is
particularly noticeable during crises, where they help shape the public discourse
surrounding events.

In contrast, the research community has traditionally equated news with textual
data, which is reflected in many of the analysis methods and datasets currently
available. However, we have reached a juncture where this unimodal viewpoint
hinders progress by neglecting the information carried by parallel modalities
such as audio and images. The value of leveraging a wider set of modalities
is demonstrated by recent studies which show the superiority of incorporating
both images and text in news classification, as opposed to relying solely on
text [43, 18].

It is an open research question to what extent the consideration of images in
the analysis of event-based topics is helpful. For example, an image showing
protesters may not easily be attributed to a specific event, but together with
the text of the article and the information about when it was published, it may
very well provide important information. Other images, such as an image of
people on a boat who have escaped the wildfires in Australia2 may even be
confounding. To enable researchers to study aspects like these, datasets are
needed. In this work, we provide such a dataset, based on articles published by
the New York Times in 2020 and 2021. We also adapt a state-of-the-art model
for the discovery of event-based topics in the unimodal setting to operate in
the text-image setting of news articles with images. Our experiments with this
model provide a baseline for further research.

In summary, our main contributions are these:

• We propose event-based topic discovery in a text-image setting as an
important and challenging problem in the larger field of topic discovery.

• We provide an annotated dataset for the development and evaluation of
algorithms solving this problem.

• We present a baseline algorithm and analyze its performance on the above-
mentioned dataset.

2 Related Work

This section reviews two categories of prior research relevant to this study: (1)
topic detection and tracking, and (2) relevant datasets in news monitoring and
clustering tasks.

2https://www.nytimes.com/images/2020/01/04/world/04oz-fire-4/merlin_
166593555_156de443-72ec-4068-83c8-308ca3b37f07-jumbo.jpg
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Topic detection and tracking. A field of research related to event-based topic
discovery is topic detection and tracking proposed by Allan [3]. By definition, it
studies the problem of segmenting news shows (transcribed or based on audio
and perhaps video) into individual segments called stories. A story is a part
of the continuous news stream of the show which is centered around the same
event.

Topic detection and tracking differs significantly from event-based topic discovery.
In the latter, segmentation is not an issue because every news article is an
individual story. Instead, the goal is to group the stream of individual news
articles into topics at the event level.

The predominant focus in research on event-based topic and story discovery
within news streams revolves around the exploration of textual news content,
see [20, 26, 37, 50, 9, 16]. Previous work in the area of multimodal news analysis
has mostly focused on the thematic classification of news [43, 18, 32] and on fake
news detection [46, 53, 52, 48]. The only multimodal work in topic detection
and tracking that we are aware of is Li et al. [25], who focus on topic detection
and tracking in video news.

Datasets in news clustering. Table 1 shows details of popular news datasets
[26, 10, 21, 11, 12, 49, 19, 34, 2, 54, 6, 28, 43, 17, 1, 45, 31, 55]. Some datasets
are multimodal (e.g., text and image [34, 2], video [45]) while in some cases the
data is text only [26, 10, 21, 11, 12, 49, 19]. The data source is diverse, from
social media [31, 1] and Twitter [6] to popular news outlets such as Guardian
News [12], Yahoo News [49], BBC News [19], Reuters [6], New York Times [43],
Breaking News [34], Washington Post [2], Wall Street Journal [17], and The
Onion [17]. Most datasets have no timestamps, examples being [21, 11, 43, 17].

Upon reviewing the multimodal datasets, we have identified several significant
issues:

• Most of the datasets are not specifically curated for event-based topic
discovery from a continuous stream of news articles. Instead, they are
designed for other purposes, such as news video analytics [29] or fake news
detection [28, 54]. In particular, the collected articles are not necessarily
related to specific events and the class labels are not event-based. The
datasets that do focus on events in news articles are text-only [26, 10].

• Several datasets lack timestamps and are not structured as continuous
streams, hindering their suitability for our research objectives [43].

• Some datasets are sourced from social media platforms like Twitter, re-
sulting in texts quite different in style from traditional news articles [55,
1].

• Some datasets, while based on events [1], have a limited range of classes,
which does not align with the extent of topics we aim to explore.

• Additionally, some datasets are not publicly available and require an
approval process (e.g., [2]), which poses challenges for benchmarking and
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Table 1: Comparison between different news datasets, alongside our METOD
dataset. ∗ denotes that the short dataset name is given by us. + indicates that
an approval process is required to gain access to the data.

# Dataset Size Classes Type Source Type Timestamp
1 20NEWS [21] 20,000 20 text Newsgroup real news no
2 AG NEWS [11] 1,000,000 4 text AG News real news no
3 Guardian News [12] 52,900 4 text Guardian News real news no
4 Yahoo News [49] 160,515 31 text Yahoo real news no
5 BBC News [19] 2,225 5 text BBC real news no
6 Miranda2018∗(English) [26] 20,959 632 text RSS Feeds real news yes
7 WCEP [10] 2,390,000 10,200 text Wikipedia Current

Events Portal
real news yes

8 BreakingNews [34] 110000 none text, image RSS Feeds real news no
9 TREC Washington Post+ [2] 728,626 none text, image Washington Post real news yes
10 Fauxtography [54] 1,233 2 text,image Snopes, Reuters fake news no
11 Image-verification-corpus [6] 17,806 2 text,image Twitter fake news yes
12 Fakeddit [28] 1,063,106 2,3,6 text, image Reddit fake news no
13 N24News [43] 61,218 24 text, image New York Times real news no
14 NewsBag [17] 215,000 2 text, image Wall Street Journal

& The Onion
real &

fake news
none

15 MEED [42] 37,807 66 text, image none none none
16 PHEME [55] 60,000 9 text, image Twitter rumours &

non-
rumours

none

17 CrisisMMD [1] 16,097 7 text, image Twitter real news yes
18 Wu2011∗ [45] 19,972 22 news video none none yes
19 Qian2018∗ [31] 13,637 8 text, image Social media real news yes
20 METOD (ours) 902 51 text, image New York Times real news yes

reproducibility.

The existing multimodal news datasets exhibit at least one of these issues.
Therefore, our objective is to construct a new dataset, METOD, designed for
the multimodal discovery of event-based news topics in a stream of news articles.

3 The METOD Dataset

As explained in the introduction, one of the central objectives of this work is to
provide a multimodal dataset of news articles, annotated with event topics. We
endeavour to include a wide variety of topics and provide statistics regarding
the characteristics of each. The purpose of these statistics is to make it easier
for researchers to (a) select subsets of the topics according to target properties,
thus enabling the study of event-topic discovery algorithms for specialized
cases, (b) formulate and test hypotheses regarding the influence of certain
characteristics on the performance of algorithms, and (c) explore unanticipated
correlations between the performance of algorithms and the characteristics of
topics they discover or overlook.

In this section, we describe the dataset and the characteristic properties we
expect to be relevant. We should note here that in all instances where we refer
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to specific pictures in the dataset, including Tables 2, 5, and 6, we have used
AI-generated pictures instead of the real news images due to copyright issues.
However, we also provide links to the original news articles to access the original
images.

3.1 Dataset Collection

The New York Times (NYT) is a well-established newspaper that has been
in publication since 1851. It is one of the most influential of its kind in the
United States, covering a range of topics such as politics, business, culture, and
sports. To support research and development efforts, the NYT provides access
to its archive through an Application Programming Interface (API), from which
various types of content and data can be retrieved.

We take advantage of the Archive API to curate a multimodal dataset for
research in event-based topic discovery. From the NYT articles published in
2020–2021 in the World section, we selected 902 event-related articles consisting
of both text and an image. Each record describing an article contains the at-
tributes ‘headline’, ‘abstract’, ‘leading paragraph’, ‘date’, ‘section’, ‘subsection’,
‘keywords’, ‘url’, and ‘image url’.

We grouped the 902 selected articles into 51 event-based topics and labeled
them accordingly. The resulting dataset is referred to as METOD3. Despite
their availability in the original data, we opted not to include the attributes
section, subsection, and keywords in METOD, as they are specific to the NYT
data source.

A sample entry from the METOD dataset is presented in Table 2. As we can
see, it consists of an event-level topic name, together with links to the article
image, and the published article itself. Then follow three text blocks, namely
headline, abstract and leading paragraph. The last entry shows the publication
date and time of the article.

Due to the constraints outlined in the NYT Terms of Service, we are unable
to publish the full METOD dataset, which includes all the attributes such as
abstracts and leading paragraphs. Consequently, we have shared a modified
version of the dataset on our GitHub repository 4, containing only the headlines
and URLs of articles, along with event labels. However, within the repository,
we provide Python code that facilitates the reconstruction of the complete
dataset.

It is worth mentioning that the code also generates and stores the original raw
dataset comprising of 10 283 unlabeled records, referred to as the RAW dataset.
This is to encourage the expansion of the METOD dataset by tagging additional
topics from the RAW dataset.

3Multimodal Event-based Topic Detection
4https://github.com/Aha6988/METOD_dataset
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Table 2: A document in the METOD dataset.

Topic

Wildfire in Australia

Image

URL

https://www.nytimes.com/2020/01/10/world/australia/bushfire.html

Headline

What to Read on Australia’s Bushfire Crisis

Abstract

Our reporters have been on the ground documenting the disaster as it unfolded,
whether interviewing evacuees or following firefighters.

Leading Paragraph

Australians have started the new year anxious and alarmed with unprecedented
bushfires engulfing parts of the country, causing thousands to flee the southeastern
coast under blood-red skies.

Publication date

2020-01-10 05:19:58

3.2 Characteristics of Event-Based Topics

In contrast to general topics, event-based ones usually have a limited life span.
The first article typically appears shortly after the event has occurred. After
some time, the reporting stops (e.g., if the situation has been resolved) or fades
away together with public interest. Further, topics usually evolve more or less
significantly, e.g. from an armed conflict to peace negotiations and retrospective
analyses. A more coarse-grained analysis would classify such a set of articles as
one topic, especially if the changes are gradual ones, while a more fine-grained
analysis would discover several topics. One could also imagine algorithms that
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would compute a hierarchy of topics labeled by events and sub-events triggered
by them. In METOD, we have tried to find reasonably distinct major topics
which may include subtopics.

We now discuss characteristics of topics in METOD that set the problem of
discovering event-based topics apart from general topic discovery. Some of these
characteristics can to a satisfactory extent be captured by statistics (which we
provide along with our dataset), while others are difficult to quantify, but may
still be expected to bear significance for the performance of topic discovery
algorithms.

1. Topic size
The topic size, i.e., the number of articles a topic consists of, is one of the
most basic characteristics. In the METOD dataset, this characteristic varies
a lot, and usually relates to how important (often in the sense of devastating)
the event is considered to be. The smallest and largest topics consist of 2 and
125 articles, respectively. Note that, as with all the other characteristics below,
our analysis refers to the concrete set of articles that have been selected as
belonging to the topic, rather than the intuitive topic with its fuzzy border.

2. Topic duration
Naturally, the duration of a topic is defined to be the time that elapses between
the publication of the first article in the topic and the last one. We count topic
duration in whole days (rounded upwards). In METOD topic duration ranges
from 2 to 718 days.

3. Article frequency
Article frequency is a derived attribute: it is the number of articles divided by
the topic duration. We expect topics of low frequency to be more difficult to
discover in a data stream than topics characterized by a high frequency. This is
because temporal proximity of similar articles is a strong indicator that they
belong to the same topic. If this indicator is missing in a topic, it becomes
harder to discover that the articles do in fact relate to the same event. The
article frequency of topics in METOD ranges from 0.008 to 4.5 articles per day.

4. Temporal irregularity
In the study of (infinite) time series, the Hurst Exponent [14] plays an important
role. It measures the autocorrelation of the time series and how quickly it
diminishes with an increase in the lag between pairs of values. The Hurst
Exponent is defined as limn→∞

log(R(n))
log(S(n)) , where R(n) and S(n) are the range

and the standard deviation of the first n observations, respectively. While
event-based topics can be viewed as (finite) time series, we do not expect their
autocorrelation to bear special significance. However, depending on the method
used, event-based topic discovery may be more challenging if the temporal
distribution of the topic in question is very irregular. We thus define the
temporal irregularity of a topic to be the standard deviation of the amount of
time in (fractions of) days which passes between each two subsequent articles
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belonging to the topic. High irregularity means that articles are unevenly
distributed over time, which can make it difficult to determine that they belong
to the same topic. METOD covers topics whose irregularity ranges between 0
(which is necessarily the case for topics of size 2) and 77.

5. Disconnectedness index
Intuitively, a topic is disconnected if there are significant “holes” in its temporal
distribution. This property is related to but not the same as temporal irregularity.
Disconnected topics usually occur if public interest in a topic reawakens due to
new developments or the discovery of new facts. Such temporal holes in topics
are not only a potentially complicating factor for the discovery of event-based
topics. They also raise the question whether it is actually appropriate to classify
the topic as one. For example, news articles may report a particularly cruel
murder case. Months later the police arrests a suspect, and after another few
months later the court trial raises awareness a third time. Whether this is one
topic based on a single event (the murder of X) or three, based on three related
but different events (the actual murder, the arrest, and the trial) is a matter of
perspective and cannot be answered affirmatively.
To quantify disconnectness by a number between 0 and 1, we define the discon-
nectedness index of a topic to be

tanh(log(h/a))

where h and a are the maximum and the average, respectively, of the amount
of time between two successive articles in the topic.5 Thus, this value is 0 if the
articles are perfectly spaced and approaches 1 as the largest hole becomes more
pronounced relative to the average time between articles. The disconnectedness
index of topics in METOD ranges between 0 and 0.83.

6. Suddenness
The term suddenness describes a more loosely defined characteristics of topics,
namely how distinct and sudden the defining event is. Natural disasters like
earthquakes and tsunamis are prime examples of sudden events which imme-
diately cause a rapid sequence of very similar articles to appear. Such topics
should be comparatively easy to detect. Other topics creep into existence by
less sharply defined events such as political protests which gain traction over a
couple of days or even weeks, or topics the events of which are known beforehand.
In METOD, the assassination of Haitian president Jovenel Moïse is one of many
examples of a sudden event. The war over Nagorno-Karabakh is an example
of the opposite, as at the beginning it was not even clear that the fighting
would escalate to an all-out war. A less violent example is the European Song
Contest 2021, which was foreshadowed by articles before the actual event. We
rate the suddenness of topics as either low, medium, or high. Naturally, this
categorization is somewhat subjective and should thus be used with care.

5Formally, if the topic comprises k + 1 articles with publication times t0 < · · · < tk, then
h = max{ti − ti−1 | 1 ≤ i ≤ k} and a = 1

k

∑k
i=1 ti − ti−1.
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7. Specificity
Specificity refers to how clear the borderline between in-topic and out-of-topic
articles is. Big topics often appear to have a fuzzy border, an example from
METOD being the seizing of control by the Taliban in Afghanistan. Do the
preparations by the US government and military to leave the country belong
to the topic? How about the subsequent chaotic evacuation efforts and later
reports about the worsening situation of women in Afghanistan under Taliban
rule? Just like suddenness, specificity is a somewhat subjective quality which
we rate as either low, medium, or high in METOD.

8. Image informativeness
An aspect that deserves further study, both in general and with respect to
particular characteristics, is how informative the article images are. Generic or
merely decorative images can be expected be of little use for topic discovery.
However, articles about wildfire events such as those in Australia and Greece
in METOD frequently (but not always!) show burning landscapes and people
trying to extinguish the flames, which should be helpful. Other examples are
events with prominent victims or perpetrators, where images often depict the
person in question. Here, especially algorithms including facial recognition
could improve the performance of event-based topic discovery. We have not
attempted to rate image informativeness in METOD.

Table 3 shows the list of topics in METOD together with their characteristics.

4 A Baseline Algorithm

In this section, we describe a baseline algorithm for bimodal discovery of
event-based topics.

4.1 Basic Outline of Multimodal EventTracker

The basic outline of our algorithm, called Multimodal EventTracker, is depicted
in Figure 2. The online algorithm reads a stream of news articles d1, d2, . . . and
assigns a topic to each article di. If di fits into an already existing topic, it is
put into this topic; otherwise, a new topic tj is created. A topic t is represented
as the average of the vector representations Rd of every article d with topic t:

Rt =
1

|t|
∑

d∈t

Rd .

This representation is updated every time a new article is assigned the topic t.
Building on prior research [20, 38], we use a sliding window, denoted as W, that
traverses the news stream. A topic t is considered active as long as there is an
article d with this topic in W. The window W is moved forward by one day
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Table 3: Complete table of METOD topics and their characteristics

Topic Size Duration Fre-
quency

Irregu-
larity

Disconnect-
edness

Sudden-
ness

Speci-
ficity

Assassination of Haitian president 36 32 1.12 1.42 0.71 High High

AstraZeneca vaccine concerns 10 30 0.33 4.55 0.56 High High

Bow-and-Arrow Killing in Norway 4 5 0,8 0.52 0.13 High High

Christchurch massacre 8 586 0.01 62.73 0.33 High Medium

Coronavirus on cruise ship in Singapore 2 2 1 0 0 Medium High

Coronavirus spread in Africa 3 40 0.07 1.67 0.03 Low Low

Coronavirus spread in China 96 57 1.68 0.82 0.72 Low Low

Coronavirus spread in Spain 9 37 0.24 4.53 0.48 Low Low

Cruise ship quarantine in Japan 12 33 0.36 3.99 0.60 Midium High

Early elections in Canada 15 39 0.38 4.75 0.60 Medium Medium

Esther Dingley’s dissapearance 2 242 0.00 0 0 High High

Europe confronted with coronavirus 11 83 0.13 5.23 0.30 Low Medium

Eurovision Song Contest 2021 5 59 0.08 24.00 0.52 Low Medium

Explosion in Beirut’s port 29 436 0.06 33.25 0.73 High Medium

Flight 752 18 358 0.05 77.54 0.83 High Medium

Flood catastrophe in Europe 12 4 3 0.37 0.46 Medium Medium

G7 summit 2021 17 41 0.41 8.92 0.82 Low Low

German elections 21 74 0.28 9.03 0.78 Low Low

Haiti earthquake 10 9 1.11 1.02 0.42 High Medium

Hong Kong pro-democracy movement 125 718 0.17 9.69 0.83 Low Low

Hurricane Eta 4 6 0.66 1.98 0.34 Medium High

Hurricane Iota 5 4 1.25 0.63 0.26 Medium High

Impeachment Martín Vizcarra 4 60 0.06 22.71 0.39 Medium Medium

Iran-US conflict in Iraq 36 8 4,5 0.29 0.69 Low Low

Kidnapping of missionaries in Haiti 9 61 0.14 10.17 0.54 High Medium

Mexico City metro accident 6 44 0.13 15.32 0.57 High High

Migration over Turkey-Greece boarder 8 15 0.53 0.93 0.18 Low Medium

Myanmar military coup 38 306 0.12 11.78 0.64 Medium Medium

Nobel Prize awards 2021 12 5 2,4 1.11 0.73 Low Medium

Origin and expansion of Omicron 27 8 3.37 0.25 0.42 Low Low

Palestinians escape Israeli prison 4 13 0.30 2.99 0.27 High High

Paralympics 2020 in Tokyo 6 128 0.04 43.22 0.56 Low Low

Peter Madsen escapes prison 2 113 0.01 0 0 High Medium

Photo journalist killed in Afghanistan 2 15 0.13 0 0 High High

Poisoning of Aleksei Navalny 23 152 0.15 12.59 0.73 High Low

Poland bans abortion 7 99 0.07 19.03 0.45 Low High

Quarantine in Canary Islands 3 3 1 0.24 0 Medium High

Sriwijaya Air Flight 182 4 30 0.13 8.87 0.33 High High

Storming of the US Capitol 10 152 0.06 37.98 0.69 High Medium

Sudan military coup 13 29 0.44 2.28 0.38 Medium High

Suez Canal Blocked 13 114 0.11 23.32 0.74 High Medium

Taiwan railroad accident 5 108 0.04 38.90 0.49 High High

Taliban seize control in Afghanistan 55 25 2,2 0.41 0.55 Low Low

Ugandan 2021 election 9 88 0.10 14.71 0.55 Medium High

UK confronted with coronavirus 27 379 0.07 14.54 0.49 Low Medium

Ultramarathon disaster 4 20 0,2 3.75 0.16 High High

Violence in Gaza 45 10 4,5 0.25 0.54 Low Medium

War over Nagorno-Karabakh 23 76 0.30 3.19 0.50 Medium Medium

Wildfires in Australia 29 78 0.37 3.76 0.57 Low Medium

Wildfires in Greece 11 10 1,1 0.55 0.31 Low Low

World climate summit in Glasgow 13 15 0.86 1.60 0.58 Medium Medium
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Figure 2: High-level overview of Multimodal EventTracker.

at a time along the news stream. When this happens, all articles published
during the last day are processed according to the order of publication as follows:
For each new document d, we evaluate its similarity compared to every active
topic t using the cosine similarity between Rd and Rt, denoted by sim(d, t). If
the maximum similarity between d and the active topics exceeds a predefined
threshold θ, we allocate d to the topic t that maximizes sim(d, t) and update Rt.
Otherwise, a new active cluster t is created and its representation is initialized
with Rd. In our experiments, we use a threshold value of θ = 0.5.

4.2 Multimodal EventTracker

Let us now discuss alternative ways of realizing the multimodal document
representation Rd introduced in Section 5 (i.e., the output of the encoder in
Figure 2). Figure 3 illustrates how a representation for the bimodal data can
be constructed, by first encoding the two modalities separately, and then fusing
the information.

To make this more precise, consider a news article d = (txt , img) consisting of
a text part txt and an image part img . The multimodal representation of d is
then given by

Rd = Rtxt + cos(RCLIP
txt , RCLIP

img ) ·Rimg .

Here, Rtxt and RCLIP
txt denote the SBERT [35] and CLIP [33] representations

of txt , and Rimg and RCLIP
img denote the ViT [8] and CLIP representations

of img . CLIP is a multimodal model trained on diverse image-text pairs to
predict relevant text snippets for given images and vice versa. This integration
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Figure 3: A more detailed view of Multimodal EventTracker.

allows CLIP to embed texts and images into a unified mathematical space for
calculating cross-modal correlations. Hence, the cosine similarity between RCLIP

txt

and RCLIP
img indicates the degree to which the article text and image are aligned

and serves as a criterion to regulate the contribution of the image modality in
the overall multimodal representation of the article.

4.3 Implementation Details

We implemented our model using PyTorch [30] and the Transformer Library
[44]. As text and image encoders we selected sentence-transformers/all-roberta-
large-v16 and google/vit-large-patch16-2247, respectively. Additionally, for
the CLIP vision-language model, we used openai/clip-vit-large-patch148. The
maximum sequence length for the SBERT tokenizer was set to 256. We defined
the threshold θ to be 0.5 and specified window and sliding sizes of 7 days and 1
day, respectively.

5 Experiments and Analysis

In this section, we explore the impact of incorporating multimodal content
(i.e., text and image) as opposed to utilizing text or image individually for

6https://huggingface.co/sentence-transformers/all-roberta-large-v1
7https://huggingface.co/google/vit-large-patch16-224
8https://huggingface.co/openai/clip-vit-large-patch14
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two unsupervised tasks: K-Means clustering and event-based topic discovery
within a news stream. Following this exploration, we apply the proposed
Multimodal EventTracker to the METOD dataset and present analyses based
on the characteristics outlined in Section 3.2.

5.1 Evaluation Metrics

In this section, we explain the measures we will use in our comparative analysis
of different approaches.

The Accuracy of the K-Means clustering is determined through the calculation
of unsupervised clustering accuracy. This measure is computed as:

ACC = max
m

∑N
n=1 1{ln = m(cn)}

N

Here, N , ln, and cn denote the total number of documents, the ground-truth
label of document dn, and the cluster predicted by the clustering algorithm
for dn, respectively. The maximization ranges over all mappings m of cluster
assignments to labels. The Hungarian algorithm can be employed to compute
the m that maximizes the sum [47].

Precision, Recall, and F1 scores are derived from pairwise comparisons. Let
tp represent the count of correctly clustered document pairs, fp the count of
incorrectly clustered document pairs, and fn the count of incorrectly separated
document pairs. The reported precision is then tp

(tp+fp) the recall is tp
(tp+fn) ,

and F1 is their harmonic mean.

The BCubed F1, denoted as B3-F1 here, is a metric introduced by Bagga and
Baldwin [4] that emphasizes the precision and recall of individual data points
within clusters, rather than pairwise comparisons. A detailed explanation of its
computation is provided by Staykovski et al. [39].

The Adjusted Rand Index (ARI) [13] is a symmetric metric that offers a compre-
hensive evaluation of clustering quality by considering both pairwise agreements
and disagreements. Adjusted Mutual Information (AMI) [41] also favors group-
ing similar data points in the same cluster but is less sensitive to breaking the
ground truth clusters into multiple clusters. Both ARI and AMI are adjusted
for chance agreement. All metrics have a maximum score of 1.

5.2 Clustering with K-Means

We compare various modality fusion approaches for clustering the METOD
dataset with K-Means. Subsequently, we select the most suitable approach for
further analysis. Not all available modality fusion models, such as attention-
based fusion [46, 52], are easily applicable to the unsupervised setting. Therefore,
we focus our study on concatenation, summation, and weighted summation
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Table 4: Comparison of various modalities and fusion methods in clustering the
validation dataset using K-Means. The reported results represent the average
across three separate runs with distinct random seeds. The highest and second
highest scores in each metric are bolded and underlined, respectively.

Modality Fusion Model Accuracy F1 Precision Recall AMI ARI

text 0.655 0.548 0.863 0.401 0.811 0.533
image 0.172 0.076 0.106 0.059 0.144 0.042
multimodal text + image 0.640 0.558 0.843 0.417 0.805 0.543
multimodal concat(text, image) 0.630 0.549 0.822 0.412 0.796 0.533
multimodal text + CLIP_sim * image 0.669 0.586 0.865 0.443 0.822 0.571
multimodal concat(text, CLIP_sim * image) 0.669 0.579 0.879 0.432 0.826 0.565
multimodal CLIP_text + CLIP_image 0.636 0.547 0.789 0.420 0.780 0.531
multimodal concat(CLIP_text, CLIP_image) 0.569 0.486 0.744 0.362 0.732 0.469

fusion approaches. The detailed results of these experiments can be found in
Table 4.

According to the findings, the most effective fusion approach is the weighted sum
when leveraging the cosine similarity of CLIP text and image representations
as the contribution weight for the image modality in the final multimodal
representation. In this approach, when there is a higher alignment between news
text and image (reflected in their elevated cosine similarity), the contribution
of the image modality in the multimodal representation is more pronounced.

While a news image is more likely to visually depict an event, image encoders
concentrate solely on identifying objects in the image and their relationships.
Consequently, the features derived from these models may not adequately
capture the nuanced contextual information embedded in news images. Table 5
presents captions produced by BLIP-2 [24] for images corresponding to five
news articles, along with their respective headlines. The observed misalignment
between the generated captions and headlines indicates the limitations of this
image encoder when it comes capturing contextual information.

Additionally, there are instances where the image may not be highly relevant to
the news topic; for example, it might only feature a person central to the event,
which the image encoder interprets merely as a person without recognizing
the actual identity of that individual in the real world. Figure 4 depicts the
distribution of cosine similarity among CLIP representations of text and image
for news articles in the METOD dataset. Overall, a low correlation is observed
between these modalities, with the mean similarity measuring 0.23. Therefore,
news text emerges as a more dependable source for news topic detection,
emphasizing the need to regulate the contribution of the image modality in the
multimodal representation.

Nonetheless, strategically incorporating images alongside text proves advanta-
geous for clustering text+image content. Table 6 illustrates an example where
the sole use of a text-based approach fails in clustering, while the multimodal
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Table 5: Examples of captions generated by BLIP-2 for news images (those
included here are AI-generated placeholders). Headlines and generated captions
are written in upright and italic font, respectively.

Image Headline vs Caption

New Caledonia Says ‘Non’ to Independence
A woman is standing at a table with a man
Link:https: // www. nytimes. com/ 2021/ 12/ 12/ world/
asia/ new-caledonia-independence-vote. html

Progress for Saudi Women Is Uneven, Despite Cultural
Changes and More Jobs
A woman in a green dress is looking at a mirror
Link:https: // www. nytimes. com/ 2021/ 12/ 09/ world/
middleeast/ saudi-arabia-women-mbs. html

India’s Top Military General Dies in Helicopter Crash
Two men stand near a pile of debris in the forest
Link:https: // www. nytimes. com/ 2021/ 12/ 08/ world/
asia/ helicopter-crash-india-top-general. html

Taliban Allow Polio Vaccine Program to Restart in
Afghanistan
A man is giving a child a bottle of water
Link:https: // www. nytimes. com/ 2021/ 10/ 19/ world/
asia/ taliban-polio-vaccines-afghanistan. html

approach successfully clusters the data.

5.3 Event-based Topic Discovery within a News Stream

We assess unimodal and multimodal news representations within the framework
outlined in Section 4.1 for the task of event-based topic discovery. Our compar-
ison of unimodal and multimodal representations for the task unfolds in two
scenarios:

1. Running the model on the METOD dataset without any window. In this
case, identified topics persist permanently in the topic pool, and each new
news article is compared with all existing topics.

2. Running the model on the METOD dataset with a 7-day window.

The outcomes of these experiments are presented in Table 7. The results suggest
that employing a multimodal representation of news articles marginally improves
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Figure 4: The distribution of cosine similarity between CLIP representations of
text and image for news articles in the METOD dataset.

performance across all metrics compared to using unimodal representations.

Furthermore, it is observed that omitting the window from the model leads to
elevated values for all criteria. However, for large-scale datasets with numerous
topics, comparing every document to an extensive pool of all topics might not
be very efficient. In such scenarios, incorporating the window enhances the
algorithm’s efficiency and speed. Nonetheless, one could potentially enhance
the model by introducing a link prediction component. This component could
establish connections between current topics and previous topics beyond the
window, enabling the tracking of topics beyond the specified time frame for
those interested.

5.4 Results

We apply Multimodal EventTracker introduced in Section 4.2 to the METOD
dataset, resulting in 186 clusters. Some topics are fragmented into multiple
clusters due to reasons such as a time period longer than 7 days (window size)
between two consecutive articles or the model’s inability to recognize the articles
as a single cohesive cluster. A crucial component of the model is the minimum
similarity threshold θ. As illustrated in Table 3, the topics in the dataset exhibit
varying granularity and specificity. Consequently, selecting a suitable value
for θ such that it can accommodate the diverse characteristics of topics and
ensure the assignment of all members of each topic into a distinct cluster, proves
challenging.
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Table 6: Articles correctly grouped into two clusters when using both image and
text modalities, but incorrectly predicted as a single cluster when relying solely
on text. The initial pair of articles discusses a quarantine aboard a cruise ship,
while the subsequent two articles cover a quarantine situation at a resort on
Tenerife Island. Although the textual content shares similarities as they both
address being quarantined during a vacation, the images highlight the disparity
in the events.

Image Headline

Japan Reports 2 Deaths Among Cruise Ship Passengers
Link:https://www.nytimes.com/2020/02/19/world/
asia/china-coronavirus.html

Hundreds Released From Diamond Princess Cruise Ship
in Japan
Link:https://www.nytimes.com/2020/02/19/world/
asia/japan-cruise-ship-coronavirus.html

Spanish Hotel Is Locked Down After Guests Test Positive
for Coronavirus
Link:https://www.nytimes.com/2020/02/25/world/
europe/spain-coronavirus-hotel-canary.html

At a Locked Down Spanish Resort, Many Questions,
Little Information
Link:https://www.nytimes.com/2020/02/27/world/
europe/tenerife-coronavirus-lockdown.html

For instance, the topic UK confronted with coronavirus encompasses various
articles related to coronavirus, spanning from the virus’s spread to extended
waits for hospital treatment or virus testing, and so forth. Due to its relatively
low specificity and a duration of 379 days, this topic has been subdivided into 16
clusters. Conversely, the topic Sudan military coup demonstrates high specificity
with a duration of 29 days. Consequently, the model successfully assigns all
articles pertaining to this topic into a single cluster.

Table 8 displays dispersion, precision, recall, and F1 scores for each topic in
the dataset. Dispersion represents the count of clusters that include at least
one member of the corresponding topic, possibly alongside articles from other
topics. To compute precision, recall, and F1 based on pairwise comparisons, we
reformulate the problem as a binary clustering, where all topic articles serve as
positive samples, and articles from other topics act as negative samples.
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Table 7: Comparison of various modalities in clustering the METOD dataset
as an stream with a window size of 7 days. Boldface font emphasizes highest
scores.

Modality Fusion Model F1 B3-F1 AMI ARI

no
w

in
do

w text 0.816 0.804 0.840 0.806
image 0.063 0.189 0.183 0.048
multimodal text + CLIP_sim * image 0.839 0.813 0.851 0.831

w
in

do
w

si
ze

7 text 0.652 0.732 0.784 0.639
image 0.049 0.180 0.193 0.046
multimodal text + CLIP_sim * image 0.656 0.736 0.790 0.643

Table 9 shows the correlation between the dataset characteristics and the per-
formance measures. The strongest correlation is observed between duration
and dispersion. This is attributed to the sliding window technique, where a
topic with a longer duration tends to be fragmented into more clusters. As the
frequency of articles in a topic increases, there is a higher probability that they
share similar content and revolve around a very specific event. Consequently,
the model finds it easier to identify them collectively as a single topic. This
results in a positive correlation between frequency and performance measures,
and conversely, a negative correlation between frequency and dispersion. Unsur-
prisingly, irregular temporal spacing between the publication dates of articles
tends to increase precision but reduces recall. Also, increased disconnectedness
tends to increase the number of predicted clusters a topic is spread out over.
One may assume that this behavior is, at least in part, caused by the sliding
window technique: the more disconnected a topic is, the higher the probability
that a previous phase of articles in that topic will have fallen out of the window
before the next article in the topic is encountered. Furthermore, when a topic
exhibits greater specificity, there is a higher likelihood that the model recognizes
it as a single topic, resulting in fewer assigned clusters. This is reflected in the
negative correlation observed between dispersion and specificity in the table.

6 Discussion

Leveraging multimodal content, such as pairing text with images, is a common
strategy in news reporting to enhance communication effectiveness, capture
attention, and evoke emotional responses. However, the intricate relationship
between news article text and images poses a significant challenge, leaving
ample room for advancements in the use of news article images for improving
event-based topic discovery.
Typically, news article texts encompass a wealth of information, including
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Table 8: Precision, recall, and F1 scores for topics in the METOD dataset
obtained from the clustering results of the Multimodal EventTracker. The
column labeled Dispersion reports the number of computed clusters which
contain at least one member of the topic.

Topic Size Dispersion Precision Recall F1

Assassination of Haitian president 36 2 1.0 0.94 0.97
AstraZeneca vaccine concerns 10 2 1.0 0.64 0.78
Bow-and-Arrow Killing in Norway 4 1 1.0 1.0 1.0
Christchurch massacre 8 7 1.0 0.04 0.07
Coronavirus on cruise ship in Singapore 2 1 1.0 1.0 1.0
Coronavirus spread in Africa 3 1 0.01 1.0 0.02
Coronavirus spread in China 96 3 0.84 0.96 0.89
Coronavirus spread in Spain 9 2 0.08 0.61 0.14
Cruise ship quarantine in Japan 12 3 0.25 0.68 0.37
Early elections in Canada 15 4 0.82 0.63 0.71
Esther Dingley’s dissapearance 2 2 0.0 0.0 0.0
Europe confront with coronavirus 11 2 0.12 0.67 0.21
Eurovision Song Contest 2021 5 3 1.0 0.3 0.46
Explosion in Beirut’s port 29 7 1.0 0.57 0.73
Flight 752 18 4 1.0 0.69 0.81
Flood catastrophe in Europe 12 2 1.0 0.7 0.82
G7 summit 2021 17 4 1.0 0.67 0.8
German elections 21 4 0.88 0.48 0.62
Haiti earthquake 10 1 1.0 1.0 1.0
Hong Kong pro-democracy movement 125 32 0.86 0.14 0.24
Hurricane Eta 4 2 1.0 0.5 0.67
Hurricane Iota 5 1 1.0 1.0 1.0
Impeachment Martín Vizcarra 4 2 1.0 0.33 0.5
Iran-US conflict in Iraq 36 3 1.0 0.89 0.94
Kidnapping of missionaries in Haiti 9 3 1.0 0.44 0.62
Mexico City metro accident 6 3 1.0 0.27 0.42
Migration over Turkey-Greece boarder 8 2 1.0 0.75 0.86
Myanmar military coup 38 12 0.53 0.28 0.37
Nobel Prize awards 2021 12 4 1.0 0.36 0.53
Origin and expansion of Omicron 27 6 1.0 0.36 0.53
Palestinians escape Israeli prison 4 1 1.0 1.0 1.0
Paralympics 2020 in Tokyo 6 3 1.0 0.4 0.57
Peter Madsen escapes prison 2 2 0.0 0.0 0.0
Photo journalist killed in Afghanistan 2 2 0.0 0.0 0.0
Poisoning of Aleksei Navalny 23 4 1.0 0.55 0.71
Poland bans abortion 7 3 1.0 0.33 0.5
Quarantine in Canary Islands 3 1 0.09 1.0 0.17
Sriwijaya Air Flight 182 4 2 1.0 0.5 0.67
Storming of the US Capitol 10 4 1.0 0.47 0.64
Sudan military coup 13 1 1.0 1.0 1.0
Suez Canal Blocked 13 4 1.0 0.58 0.73
Taiwan railroad accident 5 2 1.0 0.6 0.75
Taliban seize control in Afghanistan 55 4 1.0 0.6 0.75
UK confronted with coronavirus 27 16 0.15 0.05 0.08
Ugandan 2021 election 9 4 1.0 0.25 0.4
Ultramarathon disaster 4 1 1.0 1.0 1.0
Violence in Gaza 45 1 1.0 1.0 1.0
War over Nagorno-Karabakh 23 4 1.0 0.41 0.58
Wildfires in Australia 29 8 1.0 0.52 0.68
Wildfires in Greece 11 1 1.0 1.0 1.0
World climate summit in Glasgow 13 3 1.0 0.59 0.74
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Table 9: Correlation between the characteristics of topics in the METOD dataset
and the evaluation metrics.

Characteristic Dispersion Precision Recall F1

Size 0.65 0.16 -0.01 0.09
Duration 0.69 0.02 -0.48 -0.35
Frequency -0.13 0.23 0.36 0.38
Irregularity 0.15 0.23 -0.30 -0.11
Disconnectedness 0.40 0.45 -0.09 0.24
Suddenness -0.16 0.05 -0.08 0.07
Specificity -0.24 -0.08 0.03 0.04

details about the timing, content, location, and individuals involved in the
events they report. In contrast, the role of accompanying images in news
articles is diverse. Images may serve as decorative elements, offer additional
details, or, in some instances, become potential sources of misinformation [22].
For example, consider a news article focused on an action taken by Trump on a
specific issue, where the accompanying image exclusively features Trump.

Navigating this complexity demands effective methods that evaluate cross-
modal consistency in real-world news articles, ensuring that images significantly
contribute to understanding and accurately detecting the underlying topic of the
article. In our research, we conducted this assessment by comparing the CLIP
embeddings of the text and image of news articles. However, this approach
serves as a basic baseline, and there is a need for more advanced and efficacious
methodologies. An advanced model could encompass different techniques such
as face recognition, scene classification, and linking entities from text and image
simultaneously, creating a comprehensive contextual representation of the image.
Furthermore, it should possess the capability to determine when each modality
provides richer information and should be prioritized.

In an experiment, we assessed the combination of images with different text
sections of news articles, and the results are detailed in Table 10. The findings
suggest that, among the headline, abstract, and leading paragraph of the article,
event-level topic discovery is most easily accomplished using the headline and
are most challenging when using the abstract. Thus, the headline emerges as
the most informative, and the abstract as the least informative section for topic
discovery. Consequently, the combination of text with images proves to be more
advantageous, especially when using the abstract as the text source, given its
relatively lower information content about the topic.
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Table 10: Evaluating the integration of images with various text sections of
news articles for event-based topic discovery.

Section F1 B3-F1 AMI ARI
te

xt
on

ly headline 0.559 0.662 0.731 0.546
abstract 0.415 0.494 0.566 0.400
paragraph 0.462 0.564 0.636 0.448
all 0.652 0.732 0.784 0.639

te
xt

+
im

ag
e headline 0.569 0.676 0.741 0.556

abstract 0.485 0.559 0.617 0.469
paragraph 0.500 0.606 0.670 0.485
all 0.656 0.736 0.790 0.643

7 Conclusion

In our research, we explored the correlation between the text and images of
news articles for the purpose of event-based topic discovery. To facilitate this
investigation, we curated a text-image dataset named METOD using the NYT
API and annotated it with event-level topics. Additionally, we introduced
the Multimodal EventTracker for automatically annotating the dataset with
topic labels, serving as a straightforward baseline for this task. The annotated
dataset has been made publicly available, and we envision this as an initial
stride towards encouraging further research in this particular research domain.

Use of Generative AI

All “photos” included in this article have been generated with Adobe Illustrator
as stand-ins for the original, copy-righted, photos. We have used ChatGPT to
copy-edit the text for grammar and clarity.
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