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1. Introduction

Filippo (1961) defined recruitment as “the process of searching for prospective
employees and stimulating them to apply for jobs in the organization”. Therefore, this
is an important factor for a company with impact in its finances. Through the years,
this process has been evaluated and improved to increase its quality.

Oswal et al. (2020) identified five steps that recruiters generally follow:

1. Identify vacancy.
2. Prepare the job description with the ideal profile.
3. Direct search and screening the applicants.
4. Shortlist the candidates and conduct interviews.
5. Decision making and hiring the suitable candidate.

Nevertheless, these steps imply time, human error, and cost for companies.
This occurred in many sectors that have experienced a significant evolution in how to
proceed and complete tasks, and it increased the necessity of introducing
technology. This has had an impact on how a selection process works (Nawaz, 2019;
Oswal et al., 2020).

The recruitment process in organizations has been automated over the years,
especially the firsts steps, to decrease time and costs and be able to gather more
data (Freire & de Castro, 2021; Van Esch et al., 2019). Therefore, in the digital world
of industry 4.0. it was a necessity to improve those aspects, and this is where AI has
played a relevant role, which has the goal to support human in different tasks (Lucci
& Kopec, 2015), as well as with the help of machine learning, and other
technologies, such as Robotic Process Automation (RPA). RPA is an emerging
technology that accelerates administrative tasks and also the recruitment of
candidates in selection processes. RPA enables technologies such as chatbots to
support recruiters in the early stages of the selection process; taking decisions
whether to go further with the candidate or discard them. This aims to shorten the
selection time and give a faster response to candidates (Nawaz, 2019).

In the last twenty years, AI in recruitment has increased exponentially.
Traditional recruitment is still part of organizations, but this has gradually changed by
implementing tools to accelerate the selection process, mostly in the first stages
(Oswal et al., 2020). Although the use of AI in recruitment has positive aspects, it
also presents some challenges and limitations. For instance, human characteristics
that are unique and part of a selection process, such as tone of voice, are missing;
and some data can be lost or biased during the application process, such as
keywords that candidates write in the CV (Oswal et al., 2020).

The way the recruitment process has evolved has had side effects on
candidates’ experience when applying to positions in terms of the impact of hiring
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decisions, since the system implementation does not usually come with a transparent
explanation (Upadhyay & Khandelwal, 2018). This article explores precisely this
question: what are candidates’ mental models of hiring systems when confronted
with an automated system versus a human?

Lee (2018) investigated what is the attitude and preference of participants
toward the decision made by an algorithm and a recruiter in terms of trust, fairness
and emotional response, finding that the algorithm was judged for its lack of trust,
fairness and humanization. This result gives us an idea that the perception of
reliability can condition a recruitment experience, or even the decision to apply or not
to a job position (Van Esch et al., 2019). Previous literature focuses on the decision
made by automated recruiting systems or types of explanations, but not on building
mental models on how humans perceive those systems. Kaibel et al. (2019) studied
if the perception of algorithms in the screening and selection process will be more
objective, but participants only evaluated the decision made by the algorithm versus
the human.

Another interesting aspect of recruitment is that although they accelerate the
selection process and candidates get a faster response. A study by Kaharuddin et al.
(2018) compared traditional recruitment versus online recruitment and obtained that,
despite participants using both types, participants perceived traditional recruitment
to be more reliable and effective in getting a job. In addition, having interaction with
the recruiter can increase the chances of getting hired.

Considering previous research, there is a lack of evidence of mental models of
automated recruiting systems, that is, how users perceive those models in terms of
trust and fairness. Therefore, we want to find out how participants react to an
automated recruiting system and conclude with an idea of the mental model that
users form towards the recruitment algorithm. To begin answering this question, in
this article we describe the results of an exploratory study contrasting the perception
of an automated recruiting system and of a human recruiter.

2. Study methodology

2.1. Participants

We expect to collect 20-30 participants separated, equal in number, in control
and experimental groups. We did not define the characteristics of the sample, given
the experimental nature of the study.

We classify the participants into two groups:
- Control group: Participants are aware that the information presented is

regarding an automated recruiting system.
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- Experimental group: Participants are first told that the selection process
is done by a human recruiter. As a follow up, they receive the same
information as the control group.

2.2. Instruments and materials

To gather data, we use Microsoft Forms, which processes the data according to
General Data Protection Regulation. We will use SPSS to run an exploratory
analysis. We have not defined the characteristics of the sample a priori. However, if
we find any pattern during data collection, we will conduct a suitable statistical
analysis.

The demographic questions were adapted from Hughes et al., 2016 within the
Microsoft Forms interface. For example, one of the most common questions is about
gender. It is common to limit participants to male, female and other, which imply
biological sex. Therefore, gender is beyond that classification (Westbrook &
Saperstein, 2015), and we established it as an open-ended question.

The items in the survey for both groups were built and adapted partially from
previous studies. For example: “How fair or unfair is it for [scenario subject] that the
[algorithm/manager takes the action specified in the scenario]?” (Brockner et al.,
1994; Konovsky, & Folger, 1991); “How much do you trust that the
[algorithm/manager] make good-quality [decision specified in the scenario]?” (Lee,
2018); or how much they agreed or disagreed that the decision-maker’s decision
would make the scenario’s subject feel happy or disappointed (Larsson, 2011; Weiss
et al., 1999).

All items used a 7-point Likert scale (Lee, 2018). This scale is widely used in
research compared to lower scales, due to high test-retest reliability, convergent
validity, response preference, i.e. easier to answer, and odd response options
(Chang 1994; Preston & Colman, 2000; Colman & Norris, 1997; Jones 1968;
Taherdoost, 2019).

2.3. Procedure

After reading the cover letter, which includes the purpose of study, anonymity,
voluntary participation and contact information, participants were asked to voluntarily
answer demographic questions.

In the control condition, participants were informed that they will read a job
description, a fictional candidate’s CV, and a conversation between an AI recruiting
system and the candidate, based on Paradox, as part of the first stage of the
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selection process after which they will complete a survey in relation to the system
(Appendix A).

In the experimental condition, instead, they were told that the conversation
was between a recruiter and a candidate. They also complete a second survey once
we reveal that the conversation was part of a chatbot (Appendix B).

3. Results

We are currently waiting for participants’ responses.

4. Discussion

We cannot conclude our results yet, but we can mention some aspects to
consider for future studies. It would be possible to consider the format of the
conversation presented; for instance, depending whether participants have more
preference for Android or iOS (Morris, & Mueller, 2014). It could also be good to
focus more on individual differences in terms of the five-factor model of personality
(John et al., 2008), since studies have shown higher trust in extraversion and
neuroticism (Robert, 2018). Finally, it could be interesting to convert this study into a
qualitative approach, to register participant’s personal opinions towards the system,
which could be relevant when designing or introducing new automated recruiting
systems.
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