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“Hur det än blir så ska gudarna veta att det finns inga bojor
eller band som kan hindra mina tankar att färdas norrut på
våren, som en flygande and”

— Euskefeurat,
“Det är hit man kommer när man kommer hem”
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Abstract

According to the Infrastructure-as-a-Service conceptualization of cloud
computing, Infrastructure Providers offer utility-like pay-as-you-go
access to computing resources (e.g., data processing, networks, and stor-
age) to Service Providers, who use those resources to host applications
for the benefit of end users. The quantity of resources available to In-
frastructure Providers at any given moment is limited, as is the quantity
of resources allocated to the applications of each Service Provider.

This thesis examines the management of cloud resource scarcity
from the perspectives of both Infrastructure and Service Providers,
with the aim of finding ways to ensure that the end user experience is
minimally affected.

We consider three main strategies for managing cloud resource
scarcity. First, we explore ways to efficiently construct collaborative
federations of autonomous and independent Infrastructure Providers
that allow local resource scarcity to be masked by extension using capac-
ity from remote sites. Second, we consider how scheduling both within
a cloud site and across a federation can be made aware of restrictions
imposed by Service Providers for, e.g., performance or legal reasons.
Third, we suggest ways of making applications conscious of resource
availability so that they can apply quality elasticity under resource con-
straints.

The thesis is the culmination of 11 years of work within academia
and industry. Based on the unique perspective granted by this long
experience, the introductory chapters present a historical view of each
subtopic mentioned above. Specifically, they discuss how cloud comput-
ing has evolved in conjunction with ways of developing applications to
the symbiotic benefit of both, leading to the emergence of cloud-native
software that allows Infrastructure Providers to use their infrastruc-
ture more efficiently and offer it more affordably while simultaneously
granting Service Providers improved availability and performance in
cloud-based environments.
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Sammanfattning

I molnet (cloud computing), ur Infrastructure-as-a-Service-perspektivet,
ger infrastruktursleverantörer tillgång till datorresurser (såsom data-
behandlings-, nätverks- och lagringskapacitet) med en löpande betal-
ningsmodell till tjänsteleverantörer så att dessa kan erbjuda applika-
tioner till fördel för slutanvändare. För infrastruktursleverantörer finns
det en begränsning i mängden datorresurser som är tillgängliga vid varje
givet tillfälle. För tjänsteleverantörer finns det en begränsning i hur
många sådana resurser som är allokerade till deras applikationer.

Det övergripande målet med denna doktorsavhandling är att studera
olika sätt att hantera resursbrister i molnet ur både infrastrukturslever-
antörers och tjänsteleverantörers perspektiv, så att slutanvändares up-
plevelse blir minimalt påverkad.

Våra ansatser till att hantera resursbrister i molnet kommer från tre
huvudsakliga områden. Först utforskar vi federationer av autonoma
och oberoende infrastruktursleverantörer, som möjliggör att lokala
resursbrister kan maskeras genom att utöka och nyttja resurser från
andra leverantörer. Därnäst undersöker vi hur schemaläggning både
inom och mellan molnsajter i en federation kan göras medveten om
begränsningar som tjänsteleverantörer kräver av exempelvis prestanda-
eller legala skäl. Slutligen föreslår vi olika sätt hur applikationer kan
göras medvetna om nuvarande resurstillgång och göras kvalitetselastiska.

Avhandlingen utgör kulmen av 11 års arbete inom akademins och
industrins värld. Baserat på de unika möjligheter en sådan erfarenhet
ger presenteras även ett historiskt perspektiv av dessa områden i de in-
ledande kapitlen. I dessa kapitel diskuterar vi hur molnet har utvecklats
tillsammans med hur applikationer levereras till slutkunder och hur ett
symbiotiskt förhållande uppstått dem emellan. Resultatet är mjukvara
som är cloud-native, vilket möjliggör för infrastruktursleverantörer att
till högre grad effektivt utnyttja sin infrastruktur och erbjuda tillgång
till den på ett mer kostnadseffektivt sätt, samt ger tjänsteleverantörer
ökad tillgänglighet och prestanda i molnbaserade miljöer.
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Preface

The research goal of this thesis is to to explore methods for managing
cloud resource scarcity in a way that preserves both autonomy and
timeliness. The thesis addresses this goal from different perspectives and
consists of an introduction to the fields of cloud federations, scheduling,
and quality-elasticity together with the following papers:

Paper I E. Elmroth and L. Larsson. Interfaces for Placement, Mi-
gration, and Monitoring of Virtual Machines in Federated
Clouds. Eighth International Conference on Grid and Coop-
erative Computing (GCC), IEEE, pp. 253–260, 2009.

Paper II L. Larsson, D. Henriksson, and E. Elmroth. Scheduling and
Monitoring of Internally Structured Services in Cloud feder-
ations. IEEE Symposium on Computers and Communications
(ISCC), IEEE, pp. 173–178, 2011.

Paper III D. Espling, L. Larsson, W. Li, J. Tordsson, and E. Elmroth.
Modeling and Placement of Cloud Services with Internal
Structure. IEEE Transactions on Cloud Computing, IEEE,
Vol 4, No 4, pp. 429–439, 2016.

Paper IV L. Larsson, W. Tärneberg, C. Klein, and E. Elmroth. Quality-
Elasticity: Improved Resource Utilization, Throughput,
and Response Times via Adjusting Output Quality to Cur-
rent Operating Conditions. IEEE International Conference
on Autonomic Computing (ICAC), IEEE, pp. 52–62, 2019.

Paper V L. Larsson, W. Tärneberg, C. Klein, E. Elmroth, and M.
Kihl. L. Larsson, W. Tärneberg, C. Klein, E. Elmroth, and

ix



M. Kihl. Software: Practice and Experience, John Wiley &
Sons Ltd, 2020.

Paper VI L. Larsson, H. Gustafsson, C. Klein, and E. Elmroth. Decen-
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Chapter 1

Introduction

Cloud computing is a nebulous term that is currently used to describe a
large array of computational services. Unless stated otherwise, we view
cloud computing through the Infrastructure-as-a-Service perspective,
in which an Infrastructure Provider owns one or more physical data
centers and rents parts of this infrastructure out to Service Providers
in such a way that each Service Provider has the illusion of accessing a
private and dynamically resizeable data center of their own, without the
operational costs and complexities associated with maintaining physical
hardware.

Infrastructure Providers market their services as offering access
to infinite, pay-as-you-go access to compute, storage, and network in-
frastructure capacity that is available to all and limited only by the
imagination —or credit card limits— of the Service Providers. Because
no resource, computational or otherwise, can really be infinite, such
marketing statements cannot be true. This thesis focuses on the region
where marketing claims collide with reality, and shows how this colli-
sion can be softened by using new methods for managing cloud resource
scarcity.

This is a collection of articles PhD thesis. The introductory chapters,
the kappa, present the context of the papers comprising the main con-
tent of the thesis. These chapters make the case that cloud computing,
as a technology, has evolved together with the expectations of cloud
users, and that their influence over each other has led to the emergence
of software that can truly be considered cloud-native. Such software is
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adapted to thrive symbiotically in cloud environments, able to benefit
from features of the cloud and work around its limitations while simul-
taneously offering leeway for cloud optimization (a more concise and
complete definition is provided on page 14).

1.1 Research Goal and Objectives
This thesis has a single research goal: to explore methods for manag-
ing cloud resource scarcity. This is achieved by (a) proposing ideas and
research directions in position papers, and (b) quantifying the efficiency
and/or applicability of novel concepts experimentally via simulation or
practical implementation. The problem of managing resource scarcity
is viewed through the complementary perspectives of Service and In-
frastructure Providers, depending on which party is responsible for
implementing the solution under consideration. These perspectives are
reflected in the following research objectives:

RO1 To explore ways in which Service Providers can adapt their ser-
vices such that they react to resource scarcity by adjusting output
quality and therefore their momentary resource needs.

RO2 To explore ways in which Infrastructure Providers can, through
collaboration or intelligent resource allocation, proactively avoid
subjecting Service Providers to resource scarcity.

Some of the work combines these two perspectives to offer solutions
based on collaboration between the Infrastructure Provider and Service
Provider, embodying the co-evolution that gave rise to cloud-native
software.

By achieving both these research objectives, the work presented here
meets the overall research goal. All of the solutions proposed herein
adhere to the following two guiding principles:

GP1 Preservation of autonomy: individual cloud Infrastructure Provi-
ders should be able to autonomously optimize use of their own
infrastructure based on objectives such as minimizing power con-
sumption or other operational expenditures.
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GP2 Mitigation timeliness: resource scarcity mitigation, regardless of
which party initiates it, should either happen very quickly upon
detection of scarcity or be initiated ahead of time by predicting
potential problems before they materialize.

Building on the founding principles of cloud and edge computing1,
the three pillars upon which the work in this thesis rests are:

(a) federations of autonomous but collaborating cloud and edge com-
puting sites;

(b) scheduling of service components onto resources within a cloud
or edge site and across a federation thereof; and

(c) quality-elasticity, in which service response quality is adjusted
based on the quantity of resources currently available.

1.2 Historical Context
This thesis has been many years in the making: I began work on it in
2009, practically at the dawn of cloud computing, and completed it in
2020. The research work presented herein was interspersed with work
in the industry as a cloud architect at both the startup company and
large enterprise level, and with an internship at Ericsson as a visiting
researcher2. These different perspectives have taught many lessons and
granted a rather unique perspective on the field’s evolution. The 11 year
duration is therefore an asset: the value of the earlier papers (published
between 2009 and 2016) to the cloud research community has been
proven by the test of time.

Readers of this kappa can therefore look forward to a personally ex-
perienced historical perspective on how technology has enabled change
in both software and the minds of cloud users, resulting in today’s

1For the purposes of this introduction, edge computing can be seen as a variant
of cloud computing in which data centers are physically closer to end users. See
Chapter 2 for details.

2It cannot be stated clearly enough that any views expressed in this thesis are those
of the author alone, and are not in any way indicative of those held by any past or
present employer or granter of internships.
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cloud-native world where cloud applications are estimated to account
for 90% of all mobile traffic [VT16].

1.3 Thesis Outline
The remainder of this thesis is structured as follows. Chapter 2 in-
troduces the reader to cloud and edge computing, and explains how
technological evolution helped shape the software design and deploy-
ment paradigms that we consider obvious today. It also introduces
the methodologies used to perform research in this field (Section 2.6)
and discusses the ethical ramifications of pervasive cloud computing
(Section 2.7). Chapters 3, 4, and 5 describe the three pillars of this thesis
– federated cloud infrastructures, scheduling, and quality elasticity – in
sufficient detail to let the reader understand the context of the thesis.
They also demonstrate the co-evolution between cloud and software
that has happened within these fields from the dawn of cloud comput-
ing to the present day. A summary of the papers, their key scientific
contributions, and notes about authorship contributions to each is
given in Chapter 6. Chapter 7 presents some concluding thoughts; it is
followed by the seven papers included in the thesis (see the Preface for
additional papers and patents produced during the author’s studies).
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Chapter 2

Cloud and Edge Computing

This chapter presents a general introduction to cloud computing, briefly
reviews its evolution from its inception in the early 2000s, and describes
the branching off into edge computing that began a few years ago. The
focus of the chapter is to show how software has evolved together with
the cloud, with evolutionary steps in each enabling further evolution in
the other, ultimately breeding software that can be deemed cloud-native.
Following a general discussion of what cloud and edge computing are,
we dive into selected topics related to cloud and edge computing, which
are presented in an introductory manner.

First, we examine the vision and implementation of Utility Com-
puting — the idea that computing power should be delivered in a fash-
ion similar to, e.g., electrical power, and that it should be possible
to let applications dynamically consume computing power according
to need and subsequently pay per use. Second, we briefly cover the
technological evolution in the area of virtualization that made cloud
computing possible. Third, we take a historical perspective and discuss
the paradigm shifts that have driven the co-evolution of the cloud itself
and the software deployed onto it. Fourth, we describe the different
perspectives through which cloud computing is commonly viewed, to
help set the reader’s expectations about the scope of this thesis. Fifth,
we discuss different methods commonly used within cloud computing
research. Sixth and finally, we briefly discuss some ethical ramifica-
tions of cloud computing because it has become a pervasive model for
performing computation today.
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However, before getting into those topics, we must first establish a
common high-level understanding of what cloud computing is. The
US National Institute of Standards and Technology (NIST) succinctly
defines cloud computing as follows [MG11]:

Cloud computing is a model for enabling ubiquitous, con-Cloud
computing venient, on-demand network access to a shared pool of

configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly pro-
visioned and released with minimal management effort or
Service Provider interaction.

In this thesis, we refer to the owners of the data centers that con-
stitute the “shared pool of configurable computing resources” from
the definition as Infrastructure Providers (IPs). Consumers of cloud
resources are Service Providers (SPs). They use and pay for the in-Stakeholders

frastructure to provide some service (or application) to their end users.
These terms denote the stakeholders and are used throughout the thesis.

Edge computing currently lacks a similarly broadly accepted def-
inition (but see the work of [You+19] for a comprehensive survey
of proposed definitions and a very good new one). For the purposesEdge

computing of this thesis, it is sufficient to note that edge computing is a form of
cloud computing that uses similar technology and satisfies the above
definition but with the following key differences: (a) edge data centers
are deployed closer to the network edge, i.e. closer to end users, and are
therefore more geographically dispersed, whereas cloud data centers
serve Service Providers on a continental scale; (b) there are orders of
magnitude more edge locations than centralized cloud locations; and
(c) resource availability is orders of magnitude lower at individual edge
locations than at individual cloud locations. Having established that
edge computing is an evolution of cloud computing, we can turn to
their shared history and the vision they both aim to implement: utility
computing.
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2.1 Utility Computing: Vision and Implemen-
tation

From a high-level perspective, cloud computing is the most recent
implementation of the utility computing vision. John McCarthy is Utility

computingquoted as having stated the following during his MIT Centennial speech
in 1961 [Gar99]:

If computers of the kind I have advocated become the com-
puters of the future, then computing may someday be or-
ganized as a public utility just as the telephone system is a
public utility[. . . ] The computer utility could become the
basis of a new and important industry.

Two aspects of public utilities are important to highlight as they
relate to cloud and edge computing: (a) utilities are typically provided
and managed by a third party, and (b) the payment model for utilities is
typically that you pay according to use. Economies of scale dictate that
the larger a utility provider, the lower the amortized average per-unit
cost. There is thus a clear incentive to offer the utility from the largest
possible source, much like fresh water purification is most economically
done at large plants serving entire cities rather than by using filters for
each individual cup of water. The same holds true for computer-related
utilities, which is why large cloud Infrastructure Providers operate large
data centers around the globe with millions of servers [Yao+12].

Because some consumers require vastly more of a utility than oth-
ers, a flat rate is inappropriate: single-person households in apartments
and large families with swimming pools should pay fairly according
to their use of water. Like with water, very large consumers of utili-
ties often have special framework agreements in place with a utility
provider, giving them lower rates as an incentive to stay loyal to the pro-
vider. Cloud computing has a pay-as-you-go model for computational
resources, often now with a per-minute or per-second resolution, and
like with water, large consumers such as the streaming video service
Netflix will pay less per transferred byte than a more typical consumer.

At the core of cloud computing is a simple trade between a party that
owns computers and another party willing to trade money for access

7



to them. But that is not new — time-sharing systems have existed since
the dawn of large-scale computing itself [CMD62]. What makes cloud
computing different from earlier ways of trading money for compute
power is in the underlying technology and the expectations that Service
Providers can reasonably have because of it.

Before cloud computing, Grid computing was the predominantGrid
computing implementation of the utility computing vision. Although early pa-

pers [Fos02; Fos03; Fos+08] were optimistic and likened Grid comput-
ing to the power grid with its “plug in and consume as needed” ease
of use, the reality was a cumbersome mishmash of technologies with
an overall user experience tolerated only by academics needing access
to high-performance computing (HPC) resources. Grid computing
implementations, true to their HPC heritage, primarily ran programs
in non-interactive batch mode with poor inter-process isolation. Pro-
grams had to be tailored specifically to the operating system and set of
libraries offered by the specific machines in a specific Grid. Attempting
to use non-standard libraries was cumbersome, to describe the user
experience mildly. Thus, in the vernacular of 2020, utility computing
as a field was ripe for disruption.

2.2 Virtualization of Resources
Rather than making applications conform to limitations imposed by the
underlying (Grid computing) platform, application developers wanted
to specify their own custom software installations, including the op-
erating system, supporting libraries, and specific applications. This
is precisely what (hardware) virtualization offers: it lets a computer
process simulate multiple “virtual machines” (VMs), allowing “guest”Virtual

machine operating systems to be installed and share access to the underlying
hardware via the host operating system. Despite the possible utility of
virtualization and the fact that it is an idea with a long history (dating
back to about the 1970s [MS70]), its adoption was held back by poor
performance: it was simply too slow to simulate an entire machine in
software alone.

However, around 2005 and 2006, the major CPU vendors Intel
and AMD started offering CPUs with hardware-assisted virtualization
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support. This enabled full-system virtualization with acceptable per-
formance degradation (in particular, I/O was slow at the time [Dre08];
later advances in hard- and software further reduced the degree of degra-
dation [Gor+12]). Instead of running processes on a shared operating
system and suffering from poor isolation, virtualization allowed devel-
opers to provision virtual machines with full operating systems and
free choice of supporting libraries to suit their desires and needs.

Businesses benefited greatly from virtualization because it reduced
their operational expenditures, even before cloud computing became
commonplace. It is well-known that average server resource utilization
is typically in the 15–20% range [Vog08; BH07]. Using virtualization
to consolidate several server functionalities onto a smaller quantity
of physical resources reduced the need to host, manage, and maintain
needlessly large private data centers. With the added ability to export
and import virtual machines from one physical computer to another,
resource use could be dynamically optimized. Because they are merely
abstract constructs in software, virtual machines could eventually be
migrated between physical machines even during active use [Nel09; Migration of

VMsJin+09; Svä+11] (so-called live migration), making it possible to seam-
lessly migrate away virtual machines if the underlying hardware became
too overloaded or needed replacement.

These abilities were immense boons to productivity. Eventually,
businesses were able to offload even the reduced management of physi-
cal machines to large data centers that promised to do the menial tasks
more cheaply than in-house system administrators and IT personnel.
Thus, the idea of the cloud was born. Virtualization and the on-demand
provisioning of virtual infrastructure that it enabled made cloud com-
puting “convenient” (see definition on Page 6), which was a key point
of differentiation from competing alternatives such as Grid computing.

Despite their convenience, virtual machines alone were not enough
to enable the cloud revolution to take off; efficient networking and
storage were also required. Virtualization played a key role here too.
Software-defined networking (SDN) is a form of virtualization for net- Software-

defined
networkingworking equipment [McK+08], in which the control plane (the making

of logical decisions about how to route traffic) and data plane (the actual
physical traffic routing) are separated. Before SDN, networking equip-
ment typically embodied both functionalities and was not designed for
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global optimization. In contrast, SDN enabled highly efficient virtual
networks that could adapt as virtual machines came into and out of
existence or migrated across physical machines [JP13].

Storage virtualization, whereby physical storage devices are pooledStorage virtu-
alization into logical ones and made available across the network, enabled the

logical decoupling of data from the physical media on which it is stored.
Storage services thus made it possible to attach what appears to be a
physical block device to a virtual machine, when in reality the data is
served over the network from a fully redundant storage solution with
several backing devices. Such virtual block devices can be instantly
transferred from one virtual machine to another.

2.3 Forklifting to Cloud-Native: Cloud
Paradigm Shifts

With the basic technological building blocks in place thanks to vir-
tualization of computation, networks, and storage, cloud computing
was poised to revolutionize the way we perform computing at scale.
However, early adopters were still bound by old paradigms and thus
limited in their approach to the technology. Similarly, the technology
was limited by the prevailing expectations. Several paradigm shifts were
therefore needed to reach our current position.

Before the cloud, the most common solution to resource scarcity
problems was to get a faster machine with more memory and hope the
problem subsided. This was simultaneously expensive, complicated,
and time consuming because it involved physical machines that had
to be managed on-site. Because software at the time often mixed data
processing with data storage, this solution also seemed natural — high
resource requirements due to high levels of data processing or storage
were met by getting a newer, faster, and “bigger” computer.

The first major use case for cloud computing was what became
known as “forklifting” [Var10] , in which a server that used to be de-Forklifting

ployed and managed on-site by local system administrators was replaced
with a virtual machine provisioned at a cloud Infrastructure Provider.
Companies that did this saved money by not having to house or replace
physical hardware, and by making system administration easier to cen-
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tralize and outsource because the virtual machines were accessed over
the Internet.

Like their old physical counterparts, forklifted virtual machines
were initially still regarded as special machines that were cared for,
managed, and maintained individually. But virtualization and the pay-
as-you-go pricing model offered other tantalizing new opportunities:
additional or larger virtual machines could be obtained with just an
API (Application Programming Interface) call, without having to go
through the week-long procurement procedures required for physical
hardware. Thus even the old approach to managing resource scarcity
— getting a larger virtual machine — was greatly accelerated. Doing
this with minimal service disruption became known as vertical elas-
ticity, and was initially achieved by shutting down and replacing the Vertical

elasticityold virtual machine while keeping its storage intact. Later, seamless
vertical elasticity became possible, using techniques such as memory
ballooning [CLC13]. This solution to the resource scarcity problem
did not make the best use of the cloud’s capabilities, but it was at least
faster than its physical counterpart. Also, benefits such as snapshots of
data stored in virtualized storage services helped system administrators
do their job.

However, a virtual machine cannot exceed in memory the size of
the physical machine upon which it is deployed without very obvi-
ous performance penalties due to factors such as memory swapping.
Consequently, there was and always will be a limit on the amount of
additional resources that can be granted to applications through vertical
elasticity. But the cloud offered an alternative way of scaling: obtaining
more virtual machines. To exploit this capability, software had to be de-
signed without strong coupling between data and its processing. With
applications designed in this way, resource scarcity could be solved by
obtaining more virtual machines for processing instead of growing a
select handful in size. Scaling out rather than up in this way became
known as horizontal elasticity. Figure 2.1 shows the two ways of scaling Horizontal

elasticityand the limitations of vertical elasticity.
By separating data from its processing and relying on the cloud to

supply seemingly infinite numbers of virtual machines, system admin-
istrators gained access to infrastructure that could grow and shrink
according to need. Rather than the replicated database systems of
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Figure 2.1: Two types of scaling offered in cloud computing by using
virtualization, exemplified using a virtual machine that needs 4 times its
initial capacity. In vertical elasticity (leftmost server), a virtual machine
with 4 times the capacity of the original is requested. Scaling vertically
is therefore limited by the capacity of the physical server that hosts the
virtual machine. Horizontal elasticity (the four rightmost servers), on
the other hand, requests 4 virtual machines (possibly from different
servers), and scaling is thus limited only by the number of servers, of
which there could be millions [Yao+12].

yesteryear that relied on active replication between a single primary
server and a number of secondary ones, peer-to-peer database systems
such as Cassandra and MongoDB could offer nearly linear scalability
(see Section 5.2). The move to horizontal scaling with almost linear per-
formance improvement was the first step toward cloud-native software.

However, managing an orders of magnitude larger fleet of virtual
machines soon became cumbersome to system administrators. System
administrators also started questioning the value of managing individual
virtual machines and upgrading them in concert when virtual machines
could simply be terminated and replaced for the same financial cost
(paid to the cloud Infrastructure Provider). This led to the pets vs.
cattle paradigm shift [Bia16] whereby servers stopped being treated asPets vs.

cattle individuals that needed to be cared for (pets) and were instead seen as
mere numbered units worth only the function they presently provided
(cattle). Configuration management software, such as Puppet, Chef, andConfiguration

management Ansible, was developed to bring a newly started server to a designated
target state. This process could be initiated using a stock base image
with just a standard operating system install. However, this could be
lengthy and was only as bug-free as other software made by developers.
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The process was significantly accelerated and made less error-prone
by using custom virtual machine images containing the initial hard
drive contents upon startup. In this way, servers were brought up
with known-good software versions in (mostly) ready-made virtual
machine images, requiring only runtime configuration to make the
virtual machines operational. Target state descriptions were expressed
in domain-specific and text-based languages, and could be stored in
version controlled repositories.

The simplification of (virtual) infrastructure management achieved
by decommissioning unsuitable VMs and replacing them with known-
good new instances together with the introduction of software tools
enabling infrastructure to be managed in a way that came naturally
to developers led to the commingling of development and operations,
which is now called DevOps. Tools for managing infrastructure in DevOps

this code-like fashion popularized the Infrastructure as Code movement,
Infrastructure
as Codewhich held that any manual system administration was a bad practice

(an anti-pattern) because it relied on individual expertise, and that re-
covering an entire system in case of disaster presented a high risk of
error due to human fallibility. Tools such as Terraform and Packer pro-
vided much-needed functionality enabling the implementation of the
Infrastructure as Code approach, especially as Service Providers started
using larger parts of the ever-growing infrastructure services offered
by Infrastructure Providers. These enabling functionalities included
domain name management, load balancing tools, and virtual private
networks.

The movement to configuration management of fleets of easily
replaceable virtual machines was the second large step toward making
software cloud-native. Because it made (subsets of) virtual machines
less unique, and hence much more replaceable, it gave Infrastructure
Providers an opportunity to use available resources more efficiently and
to optimize scheduling by terminating machines at will so as to optimize
the use of the infrastructure. This led to the emergence of spot instances, Spot

instancesephemeral virtual machines that can be terminated with little warning
but are offered at a large discount. Extensive economic research has been
conducted to determine how best to use spot instances [MD11; YKA10;
YAK12; TYL12; KS15], but without the supporting technology that
made it feasible in the first place, the concept of ephemeral virtual
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machines would never have seen the light of day. The intended use
cases and user expectations of spot instances differ markedly from those
of pet servers forklifted into the cloud. For Infrastructure Providers,
spot instances offered a way to recoup some of the losses incurred by
implementing the illusion of “infinite resource availability”, which
requires large amounts of spare capacity. Spot instances make profitable
use of this spare capacity when it would otherwise be idle, at essentially
no additional cost to the Infrastructure Provider.

A key driver of the paradigm shift in favor of replaceable virtual ma-
chines was the realization that the stateful components of an applicationStateful vs.

stateless (e.g., databases) should be separate from its stateless (data processing)
components. Stateless components can then be independently and au-
tomatically scaled up or down based on need and resource availability.

Stateful components can be further subdivided into those requiring
strict consistency and those that merely require a state that is eventually
consistent in a quality-elastic way (Chapter 5). Lowering expectations
of state consistency when designing applications enables both the appli-
cations and the cloud to make better use of currently available resources
without causing errors or unacceptably poor performance.

Although the concept of cloud-native software has been discussed
extensively, it lacks a universally accepted definition. Definitions have
been proposed based on both experience [Tof+17] and literature sur-
veys [KQ17]. Building on the brief discussion of the co-evolution
of clouds and software in this section, we propose that cloud-native
software be defined as follows:

Definition 1 (Cloud-native software) Software that has adapted to the
cloud, and to which the cloud itself has adapted such that it displays (a) re-
silience to failures in hard- and software, and (b) elasticity in its ability to
scale according to resource demand by drawing on features of the underly-
ing virtualized cloud infrastructure; and (c) compartmentalization into
separate task-specific deployment units, enabling task-appropriate resilience
and elasticity operations to occur.

Definition 1 is consistent with previously suggested definitions
[Tof+17; KQ17] and adds the explicit requirement that software should
be compartmentalized into task-specific units.
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Industrial groups such as the Cloud Native Computing Foundation
and Red Hat have recently argued that compartmentalization technology
is a crucial aspect of cloud-native software [Red18; Com18], specifi-
cally dictating the use of (software) containers over virtual machines.
Containers (specifically, Linux containers) leverage Linux cgroups to Containers

provide a greater degree of inter-process isolation than was possible at
the operating system level in Linux [Mer14]. Containerized processes
are executed by the host machine’s operating system kernel and enjoy
improved resource limiting, prioritization, and control [Ros14]. This
provides direct access to hardware without virtualization, eliminating
the overhead of virtualization [Joy15] (although it should be noted that
the magnitude of this overhead has been greatly reduced by improved
virtualization support in both hard- and software). According to our
definition, the specific compartmentalization technology used is not
really a key determinant of whether a given piece of software can be
considered cloud-native; it should not matter whether compartmen-
talization is achieved using a particular type of Linux container or a
VM.

Maturing cloud infrastructure and software let Infrastructure Pro-
viders invent new service delivery models, as exemplified by the intro-
duction of AWS Lambda in 2014. This model embodies the notion of
serverless computing , in which applications serving requests are logi- Serverless

cally split into two parts: (a) an ever-present API endpoint that listens
for incoming requests, and (b) any number of request processors that
are started on-demand to handle the requests. Requests that reach the
API endpoint are queued (if needed) before being routed to a request
processor. This model is described as serverless because Service Pro-
viders need not manage any of the underlying infrastructure required
to implement this functionality. Instead, it is the responsibility of the
cloud Infrastructure Provider to ensure rapid invocation of the request
processor software and to automatically (horizontally) scale the number
of such processors to meet current demand. Crucially, if there is no
demand, the number of request processors can be scaled down to zero.

Request processors are typically supplied as stateless functions, writ-
ten in whichever programming languages are supported by the under-
lying cloud runtime environment used by the cloud Infrastructure
Provider. Alternative open source implementations of similar tech-
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nologies, e.g., OpenFaaS, allow for any containerized software to be
supplied. Regardless of the underlying technology, successful imple-
mentation of the serverless or Function-as-a-Service (FaaS) paradigm
requires addressing the problem of cold starts: starting a new request
processor necessarily involves scheduling and instantiating the proces-
sor itself, both of which take time. A common technique for addressing
the cold start problem is to keep each request processor instantiated for
a while after it has served a request, based on the assumption that once
a function has been invoked, it may soon be invoked again [Man+18;
Wan+18; Moh+19].

As with the other enabling technologies discussed above, the con-
cept of starting a process upon receiving an incoming request is not
new. The UNIX Internet daemon (inetd) from 1986 and the Common
Gateway Interface (CGI) from 1993 were both popular and widespread
implementations of the same idea, albeit on a much smaller scale. What
makes the serverless model unique in cloud computing is that it lets the
cloud Infrastructure Provider both (a) accept responsibility for running
what are essentially processes, turning the cloud infrastructure into a
large operating system; and (b) support a large (or even larger) num-
ber of customers concurrently on the same hardware, because typical
servers and the services they host are only infrequently used [Vog08].
Infrastructure Providers thus gain another way to add value to “raw”
infrastructure, and to dynamically meet the resource needs of larger
numbers of Service Providers using existing infrastructure.

As shown by the preceding discussion, over the decade and a half of
its existence, we have seen the cloud evolve from a way to outsource
maintenance of a physical private data center to a major utility provider
into a foundation for performing computing at scale. The cloud has
enabled software to evolve in new ways to best make use of the available
infrastructure, and developments in software have in turn allowed cloud
infrastructure to evolve in new ways, for example by offering spot
instances. Many of the concepts involved — virtualization, eventual
consistency, and configuration management — were not new. However,
their confluence, the ways in which improvements in one were leveraged
by others, and the timing of their advances and improvements allowed
cloud-native co-evolution to occur.
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2.4 Cloud Perspectives: Everything as a Ser-
vice

Cloud computing offers on-demand access to resources. But what is
a resource: virtual infrastructure, platforms upon which applications
can be built, or entire applications? Thanks to a combination of strong
marketing and the success of cloud computing in revolutionizing the
ways in which computational services are offered and consumed, all
three responses are (confusingly) valid.

Several perspectives have been used to clarify the overall concept of
cloud computing. The NIST cloud definition report highlighted the
following three [MG11]:

• Infrastructure-as-a-Service (IaaS), in which Infrastructure Pro-
viders offer metered access to virtual infrastructure (computing,
networking, storage) to be consumed by Service Providers. IaaS

PaaS
SaaS• Platform-as-a-Service (PaaS), in which metered access to soft-

ware platforms consisting of generic components such as databases,
message queues, or email sending services is offered. Service Pro-
viders leverage these to focus on developing their applications and
to reduce operational overhead otherwise required to maintain
these platform components.

• Software-as-a-Service (SaaS), in which metered access to entire
applications is offered to end users as in the case of Office365 and
Google’s G Suite.

In this thesis, we view cloud computing from the Infrastructure-
as-a-Service perspective. Research adopting this perspective typically
focuses on how to best offer infrastructure to Service Providers in order
to meet their expectations and enable new paradigms, and on how
to optimize the use of physical infrastructure [Fra12; Fra+12; SH11;
Roy+15; Krz+18].

Developments in cloud and edge computing have led to the emer-
gence of new “as-a-Service” offerings, many of which can be considered
to represent niches of the original three perspectives. The widespread
use of containers rather than virtual machines has prompted some
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to question whether Service Providers should have to manage all the
virtual infrastructure required to host the clusters of computers upon
which containers are deployed. Containers-as-a-Service offerings such
as AWS Fargate1 remove this burden, and thus occupy a niche some-
where between Infrastructure- and Platform-as-a-Service. Function-as-
a-Service offerings instead give Service Providers automatically scalable
and purpose-built Platform-as-a-Service environments tailored to the
needs and particularities of serverless computing. Service Providers
then only need to upload functions, mere snippets of code, and all in-
frastructure and connections to platform services are handled for them
by the Infrastructure Provider.

As shown in the previous section and discussed at greater length in
Chapter 4, the ability of Infrastructure Providers to optimize the use of
their infrastructure is increased by taking on a greater part of the respon-
sibility for deciding how applications are executed. It also means that
the value, and hence the price to be paid by Service Providers, increases.
We can therefore assume that more cloud-native service offerings will
appear as the profitability of offering cloud infrastructure increases.
Perhaps this is most clearly demonstrated by how telecommunication
companies are now getting into this area of business by offering edge
computing capabilities.

2.5 Edge Computing
Edge computing can be regarded as a “new generation” form of cloud
computing that uses similar technologies and business models. As
mentioned in the beginning of this chapter, there is no commonly
accepted definition of edge computing. In their comprehensive survey,
Yousefpour et al. regard edge computing as a proper subset of cloud
computing [You+19, Figure 4].

What differentiates edge computing from cloud computing is that
computational resources are allocated closer to end user equipment
(mobile user equipment, computers, sensors, etc.) in networking terms:
they may be separated by only a single network hop to a base station

1https://docs.aws.amazon.com/AmazonECS/latest/userguide/
what-is-fargate.html
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or an edge node deployed to service a group of households or a single
Industry 4.0 factory plant [You+19].

This proximity has several effects when compared to general cloud
computing, where the data center may be half a continent away from
the end user: (a) last-mile latency to end users is reduced; (b) band- Edge comput-

ing propertieswidth pressure on backbone networks is decreased by processing data
at the edge, which reduces the need to transfer raw data to centralized
clouds; (c) computational and storage resources are more scarce because
edge locations by definition are smaller than cloud data centers, which
increases per-resource costs to Service Providers; and (d) operational
costs for Infrastructure Providers may be higher because they cannot
exploit economies of scale when managing the underlying hardware as
efficiently as with large data centers.

By virtue of its proximity to end users, edge computing can offer
both lower latencies to end users and higher bandwidth availability than
centralized cloud infrastructure. This benefits use cases that cloud com- Edge

computing
use casesputing data centers struggle to properly support [MB17; Shi+16], such

as autonomous vehicles [Bye17; CJC19], augmented reality [SRS17;
ES18], collecting and processing massive amounts of data from Internet
of Things (IoT) applications [PDT18] (Cisco estimates that IoT sen-
sors will number 23 billion by 2023 [Cis18]), and computer-assisted
healthcare [Bye17].

Edge computing encompasses infrastructure belonging to both
cloud and telecommunication providers. To get a sense of the numbers
involved from the point of view of a cloud provider, Google states that
as of June 2020, its infrastructure consists of 23 cloud regions (with
a total of 73 availability zones) and 144 edge cloud sites2. Amazon
Web Services has a similar size. On the other hand, in Germany alone,
Deutsche Telekom will reportedly have some 36,000 base stations na-
tionwide by 20213. Whether all or just a fraction of these will offer
computational infrastructure as edge sites remains to be seen, but the
potential and sheer scale of these infrastructures makes it clear that
edge computing presents a new set of challenges and opportunities to
researchers and engineers.

2https://cloud.google.com/about/locations
3https://www.telekom.com/en/media/media-information/archive/

300-new-lte-mobile-base-stations-574106
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The cost per resource unit is inherently higher in edge computing
than in centralized clouds, because edge computing is less able to make
use of large economies of scale at individual operating locations. How-
ever, these increased operational costs may be offset by the fact that
telecommunication networks, regardless of edge computing, require
base stations with a certain amount of hardware that must be main-
tained. Increasing the amount of physical hardware in edge locations
does not linearly increase the cost of operating it. Moreover, lower la-
tency and reduced backbone network traffic are so hugely desirable for
the aforementioned use cases and applications that higher per-resource
costs and resource scarcity are acceptable trade-offs.

Edge computing derives from cloud computing and thus shares
its historical roots. However, the concept of increased proximity to
end users has a unique history of its own. The oldest form of edge
computing is the content delivery network (CDN), which offered ge-Content deliv-

ery network ographically dispersed static file hosting in proximity to end users.
CDNs thus combined storage and network resources. When dynamic
content became the norm for web pages, CDN providers such as Aka-
mai developed the Edge Side Includes standard in 2001 [Tsi+01], which
allowed for a limited amount of conditional logic to be performed on
the edge to reduce the load on upstream (origin) web servers and avoid
needless backbone network traffic (e.g., to only show a certain part of
a web page to authenticated users). In more recent years, some CDN
providers including the current market leader (Cloudflare) have started
also offering general purpose computational resources at their edge
locations (e.g., Cloudflare Workers).

Edge and cloud computing are hence complementary rather than
competing technologies; high bandwidth and low latency data process-
ing at the edge will likely generate some results that must be stored and
processed centrally in the cloud. Therefore, effective combined use ofSplit

deployment the edge and the cloud requires a software deployment that is mindful
of the interconnecting network and its impact on overall service perfor-
mance. Research has shown that choosing the right deployment split
between edge and cloud deployments is vital [Ngu+19; McC+19].

The evolution of cloud and edge computing is important here be-
cause it affects all three pillars of this thesis: edge federations are several
orders of magnitude more numerous those of cloud Infrastructure Pro-
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viders, edge computing enables schedulers to scale down to zero and
make rapid re-scheduling decisions, and quality elastic adaptations can
be used to overcome the inherent resource scarcity of edge locations.
These issues are all discussed at greater length in the upcoming chapters.

2.6 Research Methods in Cloud and Edge
Computing

As the previous sections show, cloud computing facilities come in many
different shapes and sizes, with different levels of resource availabil-
ity. Consequently, the cloud research community relies on a range of
common research methodologies to examine different research topics:

• Simulations, in which relevant parts of the cloud or edge infras-
tructure are simulated using some model. Experience shows that
such simulations are particularly common for exploratory work
in new fields because simulation makes it easier to focus on the
novel aspects of the scientific contribution without having to dive
deeply into implementation details. Alternatively, the systems
under study may simply not exist yet (for instance when examin-
ing future generation infrastructure or computing systems) even
though their properties are known or can be reasoned about in
advance. It may also be the case that large-scale infrastructure
is unavailable to researchers. Simulations are used in two of the
papers included in this thesis, Paper III and Paper IV.

• Data set or system trace analysis, in which a system of interest
has been deployed for a set of experiments or a period of time and
its behaviors are analyzed offline or used to gain insight into the
behavior of real-world applications. Google research typically
disseminates results based on systems that have been run in pro-
duction use for months or years, such as Map-Reduce [DG08],
Chubby [Bur06], and Bigtable [Cha+06]. Additionally, some
public data sets are available to support reproducible research.
Two deeply influential data sets of this type originate from the
FIFA 1998 World Cup web site [AJ99] and Google’s cluster usage
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traces [RWH11; Wil11] from 2011. Both have been used exten-
sively in cloud research, and the Google cluster-usage traces from
2019 [Wil20a; Wil20b] are sure to be similarly popular in the
coming years.

• Private cloud implementations, in which the researcher has ac-
cess to a privately owned set of physical hardware and uses it to
conduct experiments. This has good and bad aspects: the gener-
ality of the results obtained may be questionable because every
physical hardware configuration is unique and they are rarely
well-documented, and differences in software configuration may
also profoundly affect results. These issues are discussed in Paper
V, which presents work done on a privately owned cloud that was
not operated by the authors, necessitating creativity in working
around issues arising from particularities of the cloud infrastruc-
ture. In more typical cases, where the entire physical hardware is
under the researchers’ control, the advantage of a private cloud is
that full-stack observability is possible. However, this comes with
a large additional system administration burden, and thus carries
an increased risk of mis-configured systems impacting research
results.

• Public cloud implementations, in which experiments are de-
ployed on cloud or edge infrastructure belonging to public cloud
vendors, such as Amazon Web Services, Google Cloud Platform,
or Microsoft Azure. Public clouds present the opposite trade-off
to private ones: full-stack observability is not possible, but the re-
sults are more reproducible because other researchers have access
to the same experimental environment.

Many researchers have profiled the performance of public clouds
[Ost+10; IYE11; Ios+11; LC16]. These studies treat the public cloud
essentially like a black box, and observe it carefully in the same way that
a natural scientist would study a natural phenomenon. Work of this sort
is important because it informs business decisions about which cloud
vendor to use, and also helps researchers understand the systems upon
which their experiments are deployed. However, underlying changes
to hard- or software can hugely affect the contemporary validity of
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such results [Pro+18]. To at least partially overcome this problem,
the Standard Performance Evaluation Corporation (SPEC) releases a
standardized cloud IaaS benchmark and publishes guidance on using it
to perform repeatable scientific measurements [Pap+19].

To circumvent the problem of performance variability entirely
(drawing inspiration from the difficulties described in Paper V), Paper
VII presents a different approach. Rather than focusing on performance
measurements, we instead count the number of messages transmitted
over the network. The latency per request and the speed of processing
requests are thus regarded merely as implementation-specific details.
This is a common approach in distributed systems research, where
algorithmic efficiency is evaluated based on how many messages need
to be transmitted.

2.7 Ethical Aspects of Cloud Computing
Given the massive success of cloud computing and its key role in much
of society’s digital evolution, it behooves everybody in the field to
consider the ethical ramifications of our technological advances. Al-
though cloud computing is a major technological enabler of our large
and increasing societal reliance upon pervasive computing, highly cited
works outlining cloud research agendas such as [BCR09; Vou09; VB18]
do not discuss any ethical considerations, preferring instead to focus
on outstanding technological challenges. Some technological naïveté
can be excused in older works of this type: cloud computing has put a
previously unimaginable amount of data storage and processing power
into the hands of anyone with a sufficiently large budget. Before cloud
computing, nobody could reasonably believe that it could be econom-
ically viable to collect and process data in the way we do routinely
today. However, while we clearly can (and did) build globally accessible
software services and use cloud computing to process data from mobile
smartphones and myriad Internet of Things devices, that does not mean
that we unquestionably should.

Societal reliance on digital services has increased continuously in
parallel with their explosive growth, which began with digitalization in
the 1990s and was further fueled by the advent of smartphones in the
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late 2000s. Additionally, while smartphone vendors make great efforts
to lock end users into a particular device family or line of operating sys-
tems, those users display stronger loyalty to the cloud-backed services
that they trust with their data [PSK15]. This is because while a physical
device may be replaced every few years, an email address or social media
account will often survive several generations of devices used to access
them. Thus, as important as smartphones are in today’s society, the
cloud services that power them are arguably more important.

As end users actively entrust more of their personal information
to cloud Service Providers, questions regarding the legal jurisdictions
governing the storage, processing, and usage of said data remain poorly
explored and also poorly understood by many practitioners [KMZ15].
Legislation may require that data storage and processing be done in a
certain country. But if either Infrastructure and Service Providers are
subject to, e.g., US law, can such a guarantee be convincingly made for,
e.g., German data?

Machine learning (ML) and artificial intelligence (AI) currently con-
sume large amounts of computational resources, and cloud computing
is often used to provide the infrastructure required to handle such work-
loads. Access to cheap computational resources has granted ML and
AI a new wave of popularity by breaking the resource scarcity barriers
that previously held them back [HK19]. This access to vast amounts
of data processing power at relatively low cost, combined with ML
and AI tools for processing Big Data datasets, has significant ethical
ramifications and a profound societal impact for which we currently
lack suitable regulation [Pag+19; Bar+20; Flo+18]. Companies have
seized on this state of affairs as a business opportunity, giving rise to
the surveillance economy, in which data about people is pervasively
collected, processed, and monetized for financial gain, e.g., through
advertising. Shoshana Zuboff states the following in her 2019 book
“The Age of Surveillance Capitalism” [Zub19]:

[Surveillance capitalism] unilaterally claims human expe-
rience as free raw material for translation into behavioral
data [which] are declared as a proprietary behavioral sur-
plus, fed into advanced manufacturing processes known
as “machine intelligence”, and fabricated into prediction
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products that anticipate what you will do now, soon, and
later.

The drive for data is so strong that many startup businesses spend
investor money on implementing a loss-leader marketing strategy of
undercutting the competition, actively losing money per customer in
their initial phases to secure users’ loyalty and thus obtain their data
for future use [Ste20].

Once data is given to a company, users typically cannot influence
what is done with it or with whom it is shared. Data provenance,
i.e. tracking the points at which data may have been accessed and al-
tered, would provide this information, but remains poorly understood.
However, perhaps showcasing the engineer’s inherent desire to address
people problems with technological solutions, research in this field
typically proposes various supposedly tamper-proof ways of collect-
ing data and ensuring that modifications are attributed to the altering
party [Lia+17; KW14; Sue+13; Asg+12], using encryption or other
techniques. Approaching the issue from another angle, laws such as the
EU General Data Protection Regulation (GDPR) force companies to
explicitly list all partners with whom data may be shared. However,
these lists are often so long and change so frequently in practice that a
user cannot realistically comprehend them or be expected to contact
all those companies to demand the deletion of all data they may have
collected about the user.

Cloud computing is projected to account for 95% of all data center
network traffic by 20214, and has become the technological foundation
upon which all kinds of services, both agreeable and disagreeable, are
built. On the more agreeable side of the spectrum, cloud computing
has been a boon to democratizing software delivery. Many public
cloud Infrastructure Providers offer free trials, and all that is required
to make use of them and build a scalable business is the ability to
start small and build from there with profitability in mind. As long
as an entrepreneurial Service Provider has a computer with Internet
access and a credit card, their physical location in the world and up-
front economic resources are immaterial: they could build a globally

4According to the no longer available Cisco R© Global Cloud Index (2016-2021)
White Paper.
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successful service on a shoestring budget with no initial investment in
physical hardware and without moving to a major tech hub. The cloud
is thus a means by which we can achieve our ends — whether those are
good or bad is up to us as Service Providers.
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Chapter 3

Federated Cloud
Infrastructure

For certain use-cases such as services with geographically dispersed
(global) user bases, or simply for redundancy, a single cloud site1 is not
enough. A single cloud site may be insufficient for service deployment
because of the high latency-sensitivity of certain applications, legislative
concerns about data storage or processing, redundancy requirements
for fault-tolerance, or a need to achieve high availability. To support use-
cases requiring multiple cloud sites, collaborations can be established
between cloud sites belonging to a single cloud Infrastructure Provider
or even between different cloud Infrastructure Providers.

This chapter begins by defining key properties of cloud federations.
In accordance with the theme of this thesis, we show how federations
have evolved over time in parallel with Service Provider expectations
and cloud maturity, from the early days of the cloud (Section 3.1) to
current implementations in cloud and edge computing (Section 3.2).
Finally, we discuss the driving forces that have shaped cloud federations
and show how they may affect the future of the field (Section 3.3).

1We use generic terms such as cloud sites here to refer to either regions or avail-
ability zones, which will be described more explicitly in Section 3.2.
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In this thesis, we define cloud federations as follows:

Definition 2 (Cloud federation) A collaboration, whether explicitly stip-
ulated in predetermined agreements or implicitly enabled via compatible
technology, between multiple (a) independent and (b) autonomous cloud
sites.

Independence (non-reliance upon others) is the first key propertyIndependence

according to our definition. Sites that are not independent of one-
another can be regarded as a single site from the standpoint of the
cloud even if they are separated geographically. Non-independence
implies that a single cloud management software system manages all
the physical hardware at the constituent sites.

Autonomy (freedom to make own decisions) is the second the keyAutonomy

property of our definition, and is so important to our work that preserv-
ing it is one of the guiding principles of this thesis (GP1). For reasons
including cost-efficiency, failure isolation, and scalability it is impera-
tive that each individual cloud site can self-optimize independently in
terms of how applications are deployed on its infrastructure (for more
details, see Chapter 4). This is particularly important if the cloud sites
belong to different (and possibly competing) business entities.

Note that we use the term federation in reference to a collaboration
between cloud sites that are maintained by Infrastructure Providers.
Service Providers need not be aware that such federations exist, or may
be only minimally aware. This increases the scope for Infrastructure
Providers to optimize the use of their own infrastructure and to use
that of other providers in the federation. In contrast, many Service
Providers have, aided by technology that makes doing so easier, adopted
a multi-cloud strategy that makes use of disparate cloud sites. WhileMulti-cloud

strategy such a strategy can help achieve goals such as deploying applications
closer to end users, failure isolation, and disaster avoidance, it falls
outside of our definition of cloud federations. The main determinant
of whether a collaboration can be considered a federation is thus whose
responsibility it is to spread an application deployment across multiple
cloud sites, and what it helps that party to achieve.
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3.1 Early Vision of Cloud Federations
Since the dawn of cloud computing, it has been clear that a single cloud
site or provider cannot support all advanced use cases: the appearance
of infinite resource availability cannot realistically be offered to Service
Providers using the physical hardware of any single Infrastructure Pro-
vider. In addition, cloud federations offered interesting challenges and
avenues for both research and product and service development. Some
of these included the tantalizing possibility of making greater profits by
accepting more Service Providers than local resource availability could
support at peak usage, and offloading excess to other members of the
federation [GGT10].

The EU-funded RESERVOIR FP7 project was an early pioneer
in this field [Roc+09a; Roc+09b; Roc+11], and it was within the
context of this project that the ideas motivating Paper I, Paper II,
and Paper III were conceived. In the early days of cloud federations,
Infrastructure Providers were focused on making federations possible
and efficient on a technical level (Paper I), and on exploring what
federation would mean for processes such as optimizing the scheduling
of virtual machines across multiple cloud sites (Paper II and Paper III).
Meanwhile, Service Providers were interested in using multiple cloud
sites or providers because of the potential for cost savings [Tor+12]
and to keep applications highly available [Vil+12].

Cloud management software, i.e. software to turn physical hardware Cloud
management
softwareinto “a cloud” for private use within a company or for research at a

university, was an emerging field in the early days of cloud computing.
Notable examples included Eucalyptus [Nur+09], CloudBus [BPV09],
OpenNebula [MLM11], OpenStack [SAE12], and CloudStack [SS13].
These differed extensively under the proverbial hood and accordingly
also presented incompatible management APIs to Service Providers.

It must be noted that the cloud landscape at the time was utterly
dominated by Amazon Web Services. Private or research clouds us-
ing one of the cloud management software suites listed above existed
both at companies and universities, but “the cloud” was for most in-
tents and purposes entirely synonymous with Amazon Web Services.
Therefore, all cloud management software suites also offered some addi-
tional APIs for compatibility, most notably APIs that were more-or-less
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compatible with Amazon Web Services Elastic Compute Cloud (AWS
EC2). This supposed compatibility was merely superficial, and the
Service Provider often had to use compatibility tools such as Apache
JClouds [Ism+15] to use the native management APIs of each cloud
Infrastructure Provider.

Superficial compatibility APIs aside, Service Providers at the time
understood that a VM that had been deployed to one Infrastructure
Provider would not easily be transferred to and work at another. This
became known as vendor lock-in , a strategy often used by vendors to en-Vendor

lock-in sure customer loyalty [Sat+13; SRC13; OST14]. Some open standards
were created to remedy this situation, such as the Open Virtualization
Format (OVF) developed by the Distributed Management Task Force,
but did not secure widespread adoption by big cloud Infrastructure
Providers. A particular challenge to researchers and builders of open
source cloud management software was therefore to make their soft-
ware suites truly compatible. Paper I sought to address this need by
providing an API that would allow cloud management software suites
at different cloud Infrastructure Providers to efficiently migrate VMs
between providers, possibly via a delegated chain of command spanning
non-overlapping sets of collaborating Infrastructure Providers.

The approaches taken in early international research projects such
as RESERVOIR and subsequent EU-funded projects such as OPTI-
MIS [Fer+12] and VISION Cloud [Gog+12; Gog+13] were based
on the assumption that the number of cloud Infrastructure Providers
would be low and that federations could be managed by signing specific
framework agreements across cloud sites. Such agreements stipulate theFramework

agreement amount of resources contributed by each individual site and at what
price. This was very much inspired by academic collaborations between
supercomputing centers at a few universities and industry collabora-
tions and partnerships, which typically involved only a few parties
that had been awarded a grant to collaborate on a research project. A
project on a completely different scale is the Worldwide Large Hadron
Collider Computing Grid [Bir+14] (WLCG), which exemplifies how
a massive international inter-organizational collaboration with a fed-
erated Grid can be successfully deployed and used for several years.
The WLCG crosses organizational boundaries and the parties in the
federation collaborate according to their framework agreements.
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3.2 Current Implementation of Cloud Fed-
erations

A new research frontier was established around the year 2015, focusing
on a new generation of edge and “fog” cloud computing infrastructures2

that are intrinsically reliant on inter-site collaboration. Several authors
have argued that while general cloud computing does not require feder-
ations, edge computing does [YLL15; Lee16; CZS17; AZH18; PMA17;
Osa+17; Mou+18; PDT18; Kha+19; You+19].

We argue that the benefits of cloud federations have not been over-
looked by large cloud Infrastructure Providers. However, their imple-
mentations of federations do not cross organizational boundaries at
all (contrary to early idyllic academic visions [BYV08; SB10]). Rather,
cloud Infrastructure Providers structure their cloud data centers as in-
dependent and autonomous cloud sites internally, to the benefit of both
themselves and their customers.

On a smaller scale, i.e. within a single cloud site belonging to a major
public cloud Infrastructure Provider, there are often multiple redun-
dant data centers with independent power supplies, storage arrays, and
network connections to the outside world. These are typically called
availability zones or something similar. They operate as autonomous Availability

zoneand independent entities, so a site with multiple such zones satisfies our
definition of a cloud federation (Definition 2). The availability zones
belong to what is commonly called a cloud region, and are thus designed
to serve end users in geographic proximity to the cloud site.

On a larger scale, i.e. between cloud regions, collaboration over
greater geographic distances is common in practice provided that the
cloud regions belong to a single cloud Infrastructure Provider. However,
interoperability on a technical level between different cloud Infrastruc-
ture Providers is rare outside of academia, because vendor lock-in is the
norm for business purposes [SRC13]. Even within the context of a sin-
gle cloud Infrastructure Provider, cross-region functionality is typically

2The term fog computing was intended to be reminiscent of a dispersed cloud with
clear proximity to end users, and encompassed the entire spectrum of computation
from centralized clouds to edge data centers and end-user (Internet of Things) devices.
This thesis does not stretch as far as the fog around end users, so we will focus our
discussion on edge computing.
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limited to ease of integration, e.g., via single-sign-on user contexts and
permission models that give access to equivalent resource types in dif-
ferent regions. However, cloud regions typically share very little data,
and assets such as virtual machine hard drive images must be uploaded
separately to individual regions with region-specific identifiers, even if
their content is identical on a byte level. Thus, Service Providers are
typically acutely aware that cloud regions are isolated from each other,
and have to modify their deployment strategies accordingly.

Meanwhile, there is clear evidence that Service Providers are increas-
ingly making use of multiple Infrastructure Providers in a multi-cloud
strategy, and with a substantially lower amount of friction than in the
early days of the cloud. This trend follows the same pattern as the other
evolutions we have discussed: an enabling technology emerges, and
co-evolution occurs between the cloud and the software used to operate
and utilize it. In the case of Service Providers making use of disparate
Infrastructure Providers, that enabling technology is containerized soft-
ware and Kubernetes. Kubernetes was developed by Google to dethroneKubernetes

Amazon Web Services as the major and practically unchallenged public
cloud Infrastructure Provider. Drawing on lessons learned from its in-
ternal container orchestration system Borg [Ver+15], Google released
Kubernetes as an open source product to level the technological playing
field and reduce barriers between cloud Infrastructure Providers. By
raising the level of abstraction such that Service Providers did not have
to target specific Infrastructure Providers anymore, it became perfectly
reasonable to split software deployments across multiple cloud Infras-
tructure Providers and thereby gain greater redundancy and a broader
global presence. Because Google was the underdog in the public cloud
Infrastructure Provider market at the time, this move made perfect
sense: Service Providers could, by basing their software delivery and
management around Kubernetes-specific abstractions rather than con-
crete cloud-specific concepts, ensure that their cloud applications were
more portable than ever before. However, this came at the cost of in-
creased complexity: now Service Providers had to essentially manage a
large number of Kubernetes-managed clusters at various Infrastructure
Provider cloud sites instead of just interacting with a single Infrastruc-
ture Provider. In contrast to a true cloud federation, this is a noticeable
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backwards step and a shift of responsibility to Service Providers that
smaller organizations may struggle with.

For researchers in the field, relying on Kubernetes to abstract away
underlying technological differences between Infrastructure Providers
meant that the problems of incompatible cloud sites could be relegated
to the past. However, new problems arose. For example, how does
one manage a federation of Kubernetes clusters that may comprise
hundreds or thousands of edge sites? This question is addressed from
a technical perspective in Paper VI and in works such as [Kim+19].
Another important problem is how to choose which sites to use when,
and to determine what benefits may be obtained. A new range of cloud
brokerage studies can help address these needs.

3.3 Future Vision of Cloud Federations
What will cloud federations of the future look like and what needs
will they address? While the future is by definition unknown, history
teaches us a few important lessons:

• Vendor lock-in is not going away. The major cloud Infrastructure
Providers are rightfully hesitant to deliberately destroy the forced
loyalty won by locking Service Providers into their platforms.
Google’s strategic open source play with Kubernetes to dethrone
Amazon Web Services has been further developed into a propri-
etary service offering called Google Anthos3, which promises to
leverage Kubernetes and other technologies to help enterprises
bridge the gap between private, edge, and public clouds. So while
other infrastructure may be used, Google will still get paid for
the underlying enabling technology, to which Service Providers
will be locked in.

• Service Providers care more about cross-provider federation than
Infrastructure Providers do. In part due to the point above about
vendor lock-in not going away, and because Service Providers

3https://cloud.google.com/anthos
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stand to gain more from using multiple and competing Infras-
tructure Providers, more real and practically implementable in-
novation is happening in this space.

• The scale of federations is increasing dramatically. With some
industry leaders stating that practically every mobile base station
or factory in a fully Industry 4.0-based scenario may be an edge
site, we know that future federations will have to successfully
incorporate hundreds or thousands of sites.

• Resources will be heterogeneous among sites and scarce within
sites. Service Providers have become accustomed to cloud sites
(i.e. availability zones or regions) with large amounts of available
resources that can be treated as though they originate from a more-
or-less homogeneous pool. Future-generation federated cloud
and edge infrastructures will exhibit greater heterogeneity on a
technical level (e.g., they may use different CPU technologies),
and by definition, edge sites have far fewer available resources
than large centralized cloud data centers.

Based on these lessons, we predict that future-generation federations
will be (a) driven primarily by the needs of Service Providers; and (b) far
too complex for Service Providers to manage. Therefore, software or
brokerage services will be created to optimize application deployment
across multiple Infrastructure Providers, taking heterogeneity and dif-
ferences in pricing into account.

Perhaps the predominant “Infrastructure Provider” of choice in the
future will actually be a broker that enables smart access to disparate
resources across several Infrastructure Providers, rather than an actual
Infrastructure Provider with physical hardware to manage4? There is
thus a clear need for research on optimizing the use of disparate pools
of available resources (Scheduling, Chapter 4), and on making the best
possible use of the resources currently available to Service Providers
(Quality elasticity, Chapter 5).

4After all, as Tom Goodwin noted [Goo15]: “Uber, the world’s largest taxi
company, owns no vehicles. Facebook, the world’s most popular media owner, creates
no content. Alibaba, the most valuable retailer, has no inventory. And Airbnb, the
world’s largest accommodation provider, owns no real estate.” Why would cloud
infrastructure offerings be any different?
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Chapter 4

Scheduling

In cloud computing, scheduling is the process of determining how and Scheduling

when to allocate resources from available pools, and from which pools
resources should be allocated, in order to meet an application’s needs.
These pools may be physical hardware in a data center (e.g., physical
machines to host virtual ones), resources in a (virtual) machine to host
a containerized application (e.g., scheduling within a Kubernetes node
or cluster thereof), or remote cloud sites in a federation for hosting
applications that cannot be served using locally available resources. The
output is some kind of mapping between the entity requiring resources
(application) and the pool of available resources, showing when and
what resources will be allocated. Because resource availability is volatile,
scheduling is an iterative process. To the extent that the underlying
technology permits, scheduling decisions can be remade to make better
use of resource pools.

This chapter discusses scheduling as it relates to the overarching
topic of this thesis, i.e. managing cloud resource scarcity. By way of
introduction, we first note that scheduling is an optimization problem
for which we must often make do with approximate solutions (Sec-
tion 4.1). Next, we see how scheduling in cloud environments has
co-evolved with Service Provider expectations (Section 4.2). In particu-
lar, commitments have become shorter, giving Infrastructure Providers
more opportunities to optimize the use of their data centers via smart
scheduling. Because local resources may be insufficient to meet demand,
scheduling may also have to include other Infrastructure Providers in
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a federation (Section 4.3). Based on experience and current research
directions, we conclude the chapter with a look toward the future of
scheduling in cloud and edge computing (Section 4.4).

4.1 Scheduling as an Optimization Problem
On an abstract level, a data center can be viewed as a set of physical
servers that each have different amounts of spare capacity, and appli-
cation instances can be seen as entities requiring capacity. In cloud
computing, schedulers are used to produce both task schedules andSchedule and

Placement service placements. Both are assignments of application instances to
(physical) servers, with the difference being that the runtime durations
of services are unknown when scheduling. Viewed this way, scheduling
is an optimization problem, i.e. one in which the goal is to find the
“best” schedule/solution among many possible ones. But what is “best”
in this situation?

Optimization problems are well-studied in mathematics, economics,Optimization
problem and computer science, and can be expressed using formal models that

leave no room for ambiguity or misinterpretation. The general process
of optimization involves finding inputs x ∈R that minimize an objective
function f (x) ∈ Rn → R for the given inputs x, subject to a set of
constraints g (x) that also depend on x (constraints are either inequality
constraints or equality constraints,≤ or= 0). These parts play together
nicely and let us express a multitude of problems in a generic way so that
solvers can find the best possible solution given our problem description.

For instance, when scheduling application instances to physical ma-
chines, we can express the maximum amount of available resources for
each physical machine (constraint), require that an application instance
be scheduled to at most one physical machine (constraint) and that all
application instances we know of must be scheduled somewhere (con-
straint), and state that solutions should be ranked based on the number
of powered-on servers, with solutions using fewer servers having higher
ranks (objective function).

Because virtual machines are typically not divided into fractions and
deployed across multiple physical machines, we can often express the
scheduling optimization problem as one that requires integer solutions,
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which may be obtained using integer linear programming (ILP). Paper Integer linear
program-
mingIII uses this formulation, as does the work of van den Bossche et al.,

which serves as an approachable introduction to the topic [VVB10]. In
ILP formulations, singular resources such as processing time on a CPU
core can be shared by dividing them into smaller units and assigning
integer quantities of these smaller units to the different application
instances. Kubernetes uses this approach: containers are assigned a
certain number of millicores (thousandths of a CPU core). Thus, a
container could be assigned 500 millicores, leaving the other half of the
CPU time available for some other container.

Much of the published work on cloud scheduling and data cen-
ter optimization uses an optimization problem formulation. These
works differ with respect to the components they include: they may
employ different constraints to model different aspects of the problem
domain or different objective functions that prioritize, e.g. consoli-
dating application instances onto fewer physical machines (to reduce
power consumption and operational expenditures), spreading applica-
tion instances out (to reduce performance interference and increase
resilience to individual physical server failures), or maximizing overall
performance and data center utilization.

Unfortunately, many scheduling optimization problem formula-
tions are very complex (in the NP complexity class [Ull75]), so solving
them is very computationally expensive. Therefore, results are typi-
cally not guaranteed to be optimal but rather approximations informed
by heuristics (computationally cheap shortcuts leading to inexact but
reasonable solutions), because truly exhaustive testing of all possible so- Heuristics

lutions would be infeasible and highly questionable from a cost-benefit
analysis perspective: the cost in terms of time and resources of find-
ing more optimal solutions will outweigh that of using a sub-optimal
solution. Therefore, in practice, even approximate optimality can be
dismissed to reduce computational costs, and scheduling decisions are
often based on the results of rather simple greedy methods instead.
Solutions must still take constraints into account, and some effort is
typically made to choose a “good” (if not “best”) solution from a range
of possibilities.

Scheduling can be performed either by a central scheduling com-
ponent, or in a distributed manner [TW84], e.g., by using auctioning
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protocols [Wel+01; Att+06] in which entities (cloud or edge sites, or
physical machines within a site) “compete” with each other by bidding
on application instance allocations. Decentralizing scheduling removesDecentralized

scheduling bottlenecks and the single point of failure inherent in centralized sys-
tems, and can be made quite efficient [Hua+13]. Paper VI proposes a
collaborative decentralized scheduling method for use in Kubernetes
federations.

4.2 Co-development of Scheduling and Cloud
Computing

A recurring theme of this kappa is that user expectations define what
technical solutions are possible, and technological advances can only
be made via circular co-evolution with changes in user expectations.
Scheduling is no different. In the early days of cloud computing, most
users expected forklifted virtual machines to replicate the properties
of machines in private data centers, so Infrastructure Providers offered
guarantees of always-on services with no downtime and no disturbance
from other cloud customers. Schedulers thus had to maintain the illu-
sion that the Service Provider’s virtual machines had dedicated resources
at their disposal.

At best, Infrastructure Providers could in theory use virtual machine
migration to make new scheduling decisions, but even the largest public
Infrastructure Provider, Amazon Web Services, seemingly does not
do it1. Although great advances have been made in techniques for
performing seamless live migration across physical machines [Svä+11;
Voo+09; Xu+14; BKR10], their performance costs are apparently
deemed too great in practice.

However, offering dedicated resources represents a great missed
opportunity cost to Infrastructure Providers2. There has been extensive

1As of June in 2020, Amazon Web Services customers will still receive notification
emails when the physical machine upon which their virtual machines are deployed
is due to be retired, stating that this will cause the forced termination of the virtual
machine. This implies that little has changed regarding the original decision to not
migrate virtual machines, even if customers are inconvenienced as a result.

2As of June 2020, the pricing scheme of the European cloud Infrastructure Provider
Scaleway shows that roughly equivalent dedicated bare metal servers cost about
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research on how to safely perform over-booking, i.e. selling the same Over-booking

resources to multiple parties with the statistically backed hope that they
will not all actually require all of the sold resources at the same time (with
the provider paying a penalty on the off chance that this occurs) [BE11;
Váz+13; TT13; TT14; TLE16]. This practice is commonly used in
other fields - for example, airlines routinely over-book flights in the
knowledge that no-show travelers are common enough to safely sell a
number of additional seats per flight with the calculated risk of having to
ask travelers to take a later flight if seat availability is actually exhausted.

Seeking larger profit margins, cloud Infrastructure Providers saw an
opportunity to offer a tiered pricing model in the hope that a market to
exploit it would appear. This gave rise to virtual machines with burstable
performance profiles, where the machine accumulates performance Burstable

performancetokens at regular intervals (up to some limit), and will dynamically use
them to operate at a higher than normal rate of performance. Once
the performance token pool is empty, the virtual machine operates at
its normal comparatively slow speed. This was an attractive option for
users who knew that their servers were only used to the 15–20% that
research has shown is common [Vog08]. The reasoning was that if the
server will only need its top performance mode a fraction of the time,
why pay for maximum capacity all the time? Because virtual machines
with burstable performance profiles had different demands and user
expectations to regular virtual machines, they allowed schedulers to
make safer and more extensive over-bookings and thereby increase
profits.

Similarly, cloud Infrastructure Providers created spot instances, which
offered no uptime guarantee at all but were significantly cheaper than
other alternatives. These allowed schedulers to apply backfilling, a Backfilling

technique used extensively in parallel and high-performance comput-
ing [MF01; Sri+02; TEF07] whereby gaps in schedules are filled with
small and preemptible workloads. This essentially allowed Infrastruc-
ture Providers to sell spare capacity that would otherwise have been
wasted at a low price and with clearly stated limitations. Thus, user ex-
pectations were adjusted and technology could be developed to exploit
these new capabilities. The adoption of batch systems with frequent

50% per month than virtual servers, which hints at the increased margins efficient
scheduling can offer in this space.
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result checkpointing and systems focused around work queues enabled
Service Providers to do processing inexpensively. Economic models
have since been developed to clarify how spot instances can be ex-
ploited most effectively in specific use cases [Amb+19; Ali+19; SAS19;
Irw+19].

While many cloud workloads come and go, others are very long-
lived. Thus, scheduling decisions that are optimal at one point in time
may leave a physical machine powered on for a long time afterwards
to serve a single long-lived virtual machine. For example, company
e-mail servers can potentially have years of uptime, whereas a worker
node in a batch processing system may only exist for a few hours.
Unfortunately, when provisioning a virtual machine, an Infrastructure
Provider cannot know how the Service Provider intends to use it or
what its likely lifetime will be. This is a problem for cloud scheduling,
and leads to poor resource utilization for Infrastructure Providers.

As cloud-native technologies matured and software architecture
developed to more clearly separate stateless and stateful components,
virtual machines became more easily replaceable and short-lived. Thus,
scheduling commitments could also be shortened, allowing more opti-
mal resource usage. Additionally, spot instances enabled gap-filling in
schedules, and because the expectations of Service Providers had been
properly set by Infrastructure Providers, all parties were aware that
spot instances were ephemeral.

However, starting up a virtual machine is still a rather slow pro-
cess3, so there has been a move to enable better scheduling and faster
implementation of new decisions by relying on significantly smaller
execution units such as containers and functions (see Section 2.3).

By clearly stating what is being offered and at what price, Infrastruc-
ture Providers can ensure that the expectations of Service Providers are
set accordingly. Moreover, technology has evolved to take advantage
of these offerings while avoiding their most serious pitfalls. By having
Service Providers clearly show which workloads may be long-lived and
which ones will certainly not be, Infrastructure Providers can mitigate
the ill effects of suboptimal long-term scheduling decisions by com-

3As of June 2020, the AWS FAQ for the EC2 service still states that it can take up
to 10 minutes to start a virtual machine.
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pensating and allocating many short workloads to achieve high overall
utilization and profitability.

4.3 Scheduling Across Cloud Federations
Perhaps the greatest selling point of cloud federations is the ability
for an Infrastructure Provider to meet current resource demand using
resources at another cloud site. Schedulers in cloud federations must
therefore at minimum be aware of the cost of using resources from
other sites in the federation. These costs may be the same as those paid
by any other customer or reduced by agreed-upon framework agree-
ments. Including such federated resources in an optimization problem
formulation is merely a matter of using an objective function that as-
signs different costs to local deployment (based on factors such as the
power and maintenance costs of the physical machines) and remote
deployment, with the latter being assumed to have a very large capacity.
In practice, two of the guiding principles of this thesis, independence
and autonomy, dictate that Infrastructure Providers cannot let each
other know their true resource availability at any given moment (com-
peting businesses would never disclose this information). This issue
aside, there is another important question to consider: assuming that
remote deployment is possible, can any virtual machine really be placed
elsewhere in a federation?

The answer is, of course, no. Some groups of virtual machines must
be deployed in close proximity to one-another to maintain acceptable
performance. In other cases, legal requirements may dictate that data
remain in a certain geographical area. Unfortunately, virtual machines
are essentially black boxes from the point of view of the Infrastructure
Provider. What then can be done to avoid making mistakes that might
breach these requirements?

Paper II and Paper III propose a solution to this problem, namely
to let the Service Provider explicitly express the “structure” of the de-
ployed application, along with placement constraints. These placement Placement

constraintsconstraints specify which components must be co-deployed (e.g., com-
ponents that need to communicate frequently), which ones should
never be co-deployed (e.g., replicas), and possible geographical restric-
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tions. Similar approaches have been suggested by other authors such as
Kim et al. [Kim+19].

Figure 4.1 exemplifies such placement constraints. The service
depicted in the figure is a typical three-tier web application, i.e. one in
which the front end web server, business logic processor, and database
service are separated each other. The database service is replicated such
that there is one primary database instance and multiple secondary
instances for redundancy purposes. The service structure is hierarchical,
and a top-level placement constraint states that all virtual machines
(instances) in the service have an affinity for Europe. They can thus be
placed anywhere in a federation, as long as the cloud site is in Europe.
An additional constraint stipulates that an internal network must be
available to all instances; therefore, if multiple cloud sites are used, the
cloud Infrastructure Provider must extend the internal network by
creating Virtual Private Networks (or similar) across cloud sites.

The Primary DB instance has an anti-affinity placement constraint
on the host (physical machine) level toward all Secondary DB instances.
Similarly, all Secondary DB instances have anti-affinity constraints
against each other on the host level. These placement constraints ensure
redundancy: if a physical server should halt and catch fire, it can at
worst take out one instance of the database service.

The placement constraints suggested in Paper II and Paper III thus
grant the Service Provider some influence over how the service is placed,
but not control over it. The Service Provider cannot demand that a
particular physical machine be used, as that would violate the autonomy
of the Infrastructure Provider.

4.4 Scheduling in Future Cloud and Edge
Computing

We believe that federations represent the future of cloud and edge com-
puting. This implies that cross-federation scheduling will be needed to
fully exploit resources at multiple sites, and to make smart choices on
behalf of users by taking costs into account and ensuring that geograph-
ical distances are kept reasonable given the structure of the deployed
application. We also believe that for the foreseeable future, Service
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Figure 4.1: Placement constraints of the type proposed in Paper II and
Paper III for a three-tier web application with a replicated database
service. The replicated database service ensures redundancy using anti-
affinity placement constraints.

Providers will have to own and refine the solutions that enable federa-
tion (see 3.3). Infrastructure Providers cannot be relied upon to do this
because they are not generally interested in making it easier for their
customers to do business with their competitors.

Illustrating the gradual movement towards scheduling tailored to
federations, Kubernetes now includes native support for inter-Pod affin-
ity and anti-affinity placement constraints similar to those proposed
in Paper II and Paper III. Additionally, the Kubernetes Special In-
terest Group is developing the kubefed federation controller to allow
scheduling across a federation to be guided by tags that could express
geographical locations. The designers of kubefed (who work for major
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Infrastructure Providers) have stated that the software is intended to
handle federations consisting of dozens of sites. However, edge com-
puting may involve the use of federations that are multiple orders of
magnitude larger. Paper V therefore proposes a more scalable approach
to scheduling than that adopted in kubefed. By ensuring compatibility
with kubefed, our approach retains the ability to meet user expectations
relating to controls such as geographical location restrictions. We be-
lieve that we will see similar user-driven endeavors to make unfettered
use of technology, rather than accepting the restrictions imposed by
competing Infrastructure Providers.

Perhaps the future of scheduling will include dedicated businesses
whose operations revolve solely around offering smart federation and
brokerage services that draw on advances in research to solve the op-
timization problem so that Service Providers themselves do not have
to.
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Chapter 5

Quality Elasticity

With a finite amount of resources and time, only a finite amount of
work can be done. In this chapter, we consider time limitations that
may be imposed by users who will lost interest if forced to wait for
too long [Pog+14] (web users are typically willing to wait no more
than 2 seconds [Nah03]) or by technology, such as network connection
timeouts. As shown later in this thesis, resource limitations will always
exist, whether due to the Infrastructure Provider’s bounded capacity
or the Service Provider’s bounded budget.

This chapter makes the case that a growing number of researchers
and industry practitioners consider it better to do something (deliver
some service to some users) when facing resource scarcity rather than
to do nothing (provide no service to any users) because of problems
such as timeouts. This can be done by modifying applications to work
with momentarily imperfect data, which increases their scalability and
agility, allowing them to better cope with resource scarcity. The sec-
tions below present a brief introduction to approximate computing
(Section 5.1) and discuss examples of its practical use in databases that
reduce quality by relaxing guarantees and offering so-called eventual
consistency (Section 5.2) as well as in certain applications (Section 5.3).

Most modern software does not adapt itself to current operating
conditions and therefore becomes saturated in times of resource scarcity
[Kle+14a], i.e. unable to handle the current load with the available
resources. This results in rapidly increasing response times or, worse,
timeouts caused by failure to respond quickly enough. This is unsatis-
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factory to both Service Providers and end users. However, a growing
body of research shows that this mode of operation can be avoided.

Suppose that software instead adapted to current resource availabil-
ity, for example by using a more computationally expensive algorithm
when CPU resources are abundant and a computationally cheaper one
when such resources are scarce. Paper IV introduces the term “quality
elasticity” to describe behavior of this sort; a modified definition of this
term is given below:

Definition 3 (Quality elasticity) The ability of software to adapt both
its mode of operation and its result output quality in response to current op-
erating conditions, achieved by reacting to both its (a) statically determined
runtime environment configuration and (b) dynamically determined
current resource availability.

In this definition, the term mode of operation encompasses vari-
ous methods discussed in this chapter, including relaxing consistency
requirements for databases [Chi+12]. Adapting result output quality
entails adjusting the quality of the software’s output by, e.g., serving
a possibly stale cached response instead of generating a fresh one, or
by performing simpler database queries that generate mostly correct
results.

The runtime environment configuration is the amount of memory
and/or CPU allocated to the VM or container in which the software is
running. Information on the runtime environment could (for exam-
ple) cause the software to choose a more memory-intensive algorithm
rather than a CPU-intensive alternative (i.e. one that caches partial
results in preference to recalculating them) if the memory allocation
is greater than the CPU allocation. Finally, (dynamic) current resource
availability is the instantaneous resource availability, determined from
the most recent possible readings. While dynamic resource availability
readings are much more informative than static ones, and are there-
fore preferred, observing systems during runtime incurs a performance
penalty [CP17], necessitating a trade-off.
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5.1 Approximate Computing Primer
As noted in Chapter 4, some problems are too hard to solve fully within
a reasonable time frame or with reasonable resource expenditure. In
such situations, solutions that are “good enough” (satisficing solutions
according to the terminology of Simon [Sim56]) may be deemed ac-
ceptable. While it can be argued that any floating point operation in
a computer is rounded off and therefore all such results are numerical Approximate

computingapproximations [XMK16], approximate computing as a field of study
came into its own in the 2000s [XMK16; Mit16; HO13]. Many highly
cited works on approximate computing focused on increasing energy
efficiency by minimizing the amount of computation required to get
“good enough” results.

This required application components to be designed from the
start to both accept approximate results from other components as
input, and to themselves be able to produce approximate results. If
applications are allowed to return inexact results to improve energy
efficiency or (drastically) reduce processing times, the quality of the
results must also be monitored to assess the degree of performance
degradation [Yaz+17], and there must be a way to decide when it is
appropriate to degrade quality because some parts of an application will
be more resilient to approximation than others [Chi+13]. For instance,
it may be appropriate to encode video at a lower quality (bit rate) if the
results will hardly be noticeable and doing so would conserve resources.
Frameworks have been developed to let Service Providers apply the
principles of approximate computing at scale [Goi+15; Quo+18].

5.2 Eventual Consistency in Databases
The adage in computer science that “premature optimization is the root
of all evil” (attributed to Sir Tony Hoare and popularized by Donald
Knuth) helps us identify the critical paths of our applications [CSK02],
that is to say, the performance bottlenecks through which most key
operations must pass. For many applications, this bottleneck is the
database, which is used to store and retrieve results generated during the
application’s use. Databases thus contain the “truth” of an application.
Can such databases be made approximate?
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Before directly addressing that question, let us first note that databases
are complex systems that essentially exist to enforce rules about the data
they store. Without guarantees that application developers can easily
understand (e.g., guarantees about what will happen if there are con-
flicting value updates), dependable applications would be exceedingly
difficult to produce. Common database software such as PostgreSQL
and MariaDB/MySQL makes very strong guarantees about how opera-
tions against data are performed:

• Atomicity: operations against the data either happen in their
entirety or not at all;

• Consistency: operations on data cannot cause the database itself
to enter an erroneous state;

• Isolation: updates from several sets of operations do not interfere
with each other; and

• Durability: once a database commits to a set of updates, the new
state cannot be lost, even due to power failure or similar.

These guarantees are referred to as the ACID properties [HR83]. Con-ACID

siderable computational work and bookkeeping is performed to en-
sure these ACID properties are offered by database software, because
databases offer concurrent access to the stored data.

To make matters more complex, an application may outgrow the
performance or availability offered by a single database server, at which
point the database must become a replicated or otherwise distributed
service. When that happens, software designers have two choices. One
is to require their replicated database service to spend a lot of additional
computational effort to maintain the ACID properties and thereby
essentially hide the fact that the service is distributed across several
nodes. In this case it would, for instance, be forbidden to seemingly
“forget” a value update. Instead, once data has been written to the repli-
cated database service, any and all upcoming queries must immediately
thereafter get answers with the same data.

In a highly influential keynote presentation in 2000, Eric A. Brewer
argued that any shared-data system can achieve at most two of three key
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properties – Consistency, Availability, and tolerance to network Parti-
tions [Bre00]. This became known as the CAP theorem. Intuitively,CAP

theorem the CAP theorem makes it impossible to design a shared-data system
(i.e., a replicated or otherwise distributed database) that simultaneously
ensures that all data is consistent at all times, data is always available,
and network outages (partitions) between replicas in the system can be
tolerated. The theorem has since been criticized as being insufficiently
nuanced [Aba12], and it has been suggested that network partitions
may not be as problematic as was originally claimed [Bre12b]. A later
refinement by Abadi et al. [Aba12] states that during normal operation
(i.e. without network partitions), distributed database systems typically
have to favor either latency or consistency. However, the core message
remains valid: when harnessing the collaborative power of distributed
systems, some concessions must be made.

For instance, software designers may construct their systems such
that momentary inconsistencies can be accepted in the knowledge that
the system will have an eventually consistent view of the data. Updates Eventual

consistencymay thus not be reflected immediately across the entire database ser-
vice, but a behind-the-scenes state reconciliation process will ensure
that members of the service eventually agree on which values are the
current ones [Bur14; BG13; SK17; GA02]. Databases can achieve this
by dropping the ACID properties entirely, or by instead offering the
so-called BASE guarantees: BASE

• Basically Available - applying Brewer’s CAP theorem [Bre00],
the consistency property is relaxed to favor availability such that
the replicated database is always available to serve read and write
requests, even in the event of network partitions;

• Soft state - the state of underlying data can change without fur-
ther input (enabling reconciliation after operations have been
serviced); and

• Eventually consistent - the state of the system will eventually
be consistent, given enough time.

BASE systems drop expensive bookkeeping processes and instead favor
doing at least something right now, rather than spending resources to
satisfy the strict immediate correctness requirements of ACID. This
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provides an immense performance and scalability boost [Bur14], but be-
cause it sacrifices consistency (i.e. at least momentary “correctness”) for
performance, software designers must be aware of its pitfalls [Llo+14;
BD13; BT11]. Eventual consistency can therefore be viewed as some-
thing akin to approximate computing in the context of databases. Soft-
ware developers became familiar with databases of this sort largely due
to the immense popularity of MongoDB and the “NoSQL” movement
in the early 2010s.

Of particular interest to us in this thesis is a particular kind of even-
tually consistent database, one that is designed from the start to avoid
the expensive bookkeeping needed to keep multiple database replicas
in sync, treating partitioning (and thus loss of availability) as a natu-
ral consequence of distributed systems [Bre12a]. Paper VI uses the
so-called Conflict-Free Replicated Data Types (CRDTs) introduced byCRDT

Shapiro et al. [Sha+11b; Sha+11a] in 2011 to implement a distributed
database underpinning a federation control plane for edge-scale Kuber-
netes federations.

Conflicts occur in distributed databases when members of the dis-
tributed system do not agree on what values are correct. Conflicts
can either be pessimistically assumed to be frequent and avoided by
using protocols such as multi-phase commit protocols, or optimistically
assumed to be rare and resolved when detected. CRDT-based databases,
and particularly those using convergent replicated data types (CvRDTs),
take a highly optimistic but non-naïve approach: by only working with
data types that exhibit mathematical properties such as commutativity
or monotonicity in a semi-lattice1,they make conflicts provably impossi-
ble [Sha+11b]. Members of a such a distributed database will maintain
their own local state and distribute it to all other members indefinitely.
Value updates will be made to the local state and merged with the data
received from other members such that all members eventually receive

1A semi-lattice is an algebraic structure 〈S, ·〉, where · is called the semi-lattice
operation and is an infix binary operation and where the following identities hold:
associativity, i.e. x ·(y ·z) = (x ·y)·z , commutativity, i.e. x ·y = y ·x, and idempotency,
i.e. x · x = x. Importantly in the context of distributed systems, these properties
mean that the order of operations does not matter and that operations can be repeated
with idempotency, that is, without affecting the result “again” if repeated.
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and merge the same updated state. The commutativity of operations
ensures that local states will end up being consistent.

Alternatively, one could have a database using commutative repli-
cated data types (CmRDTs), in which operations rather than internal
states are transmitted to other members of the distributed database.
These require that operations be commutative but not necessarily be
idempotent, which means that the underlying data distribution pro-
tocol must ensure that operations can neither be lost nor repeated.
As such, they require more complex data distribution protocols than
CvRDT-based systems, but the messages passed between members are
smaller. The use of less complex data distribution protocols is useful
when poorly inter-connected large-scale systems that span across large
geographical distances must be supported, as in edge computing. We
therefore focus the remaining discussion on database systems using
state-based CvRDTs rather than operation-based CmRDTs.

Some examples may be in order. Imagine a Boolean variable with
the initial value “false” along with a rule saying that if it ever gets set
to “true”, it must stay that way. Whenever a member of a distributed
system sees such an update from a client, no other member can refute
the value update by saying that the value should be “false”. Similarly,
setting it to “false” again has no effect — the value update is idempotent.
Next, imagine a vector of values with as many items in it as the number
of members in the distributed system, and an indexing rule that ties an
item in the vector to a particular member. Now add the rule that each
member can modify only “its own” value, but read all others. Members
can then modify the sum of the vector by modifying their own value
slots without risk of conflicting value updates.

CvRDT-based databases typically use an eventually consistent data
distribution protocol to spread local states between members. In one
such family of protocols known as Gossip [Dem+87; JHB01; Bir07],
data is permeated throughout the system using a method akin to gos- Gossip

siping among social peers. Parties acquire data updates passively by
continuously sending and receiving messages bearing the latest data
they are aware of, and by requesting updates specifically if it becomes
apparent that they may have fallen out of the loop and missed some-
thing.
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The massive scalability of CRDTs has been proven in practice [Yu12;
Lv+17], and while the underlying data types are chosen specifically
for compatibility with the mathematical properties required by the
databases, general-purpose data structures can be implemented on top of
them [Bie+12], making CRDTs suitable for general-purpose databases
such as the “Riak KV” key-value store.

Paper VI argues that a distributed CRDT-based database is a suitable
eventually consistent data storage service on which to build a federation
control plane for edge-scale Kubernetes federations. Eventual consis-
tency matches the expectations that Service Providers already have of
Kubernetes, but the wide-area network performance and scalability
of CRDT-based databases far surpasses that of the etcd database that
Kubernetes uses on a per-cluster level.

5.3 Adjusting Application Output Quality
to Resource Availability

According to Definition 3, software that can adapt its output quality
to resource availability is quality elastic. The literature offers many
examples of reducing output quality based on resource scarcity, but
fewer of increasing quality when resources are abundant. This may be
because reducing output quality is seen as an action taken to handle an
emergency rather than a tool for application performance management.

A key property of quality elastic software is the ability to choose
between different code paths that offer similar functionality but have
different implementations and resource requirements, such as those
presented in [DR97] and [Ans+09]. The use of computationally
less expensive code paths when resources are scarce has been success-
fully applied in web server systems for both static [AB99] and dy-
namic [Phi+10] content. Software with this capability has been de-
scribed as self-adaptive [Che+09; Kep05; KM07]. The adoption ofSelf-adaptive

software self-adaptive software has not solely been motivated by a desire to adapt
to changes in resource availability; it has also been used for end user
classification [Mer+11] and to automatically determine usage patterns
and requirements [Chi+12].
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The work presented in Paper IV was strongly influenced by Brown-
out [Kle+14a], which applied a conceptually very simple framework Brownout

for serving optional content and a more involved control theoretic
approach to determine when to serve with or without said optional
content. The motivating example of Brownout was an e-commerce site
in which product recommendations were considered optional content
when viewing a product detail page: showing recommendations ben-
efits the Service Provider because they increase sales [FH07; FH09],
but they are not strictly necessary from the end user’s perspective. In
the original Brownout paper, a control theoretic approach was used
to decide to either generate or not generate responses with optional
content based on estimated response times. It thus enabled quality
elasticity by allowing for quality reduction if resource scarcity pre-
vented requests from being processed fully. Many subsequent works
have adopted goals and formulations similar to those of the original
Brownout study [Kle+14b; XB19] and used them to optimize schedul-
ing [Tom+14; Pap+17; XDB16; XTB19].

It is also important to consider what to do if resources are abundant.
In Paper IV, we argue that it would be useful to have additional more
computationally expensive code paths to take when resource availability
permits so as to increase output quality, rather than just providing it
at the normal or reduced levels. We therefore modified the Brownout
simulator to account for this possibility, and obtained promising results.

Unfortunately, retrofitting an existing application for quality elas-
ticity is time consuming. Caching is mainly used as a way to improve Caching

application performance, and is not traditionally seen as a quality elas-
ticity tool in itself. However, basing computations on possibly stale
data constitutes a reduction in quality. In Paper VII, we quantify
the effects of dynamically caching inter-service communication in a
micro-service context. Rather than caching objects close to the end
user, where caching times are limited by the most frequently updated
data item, we instead employ fine-grained caching between application
components. This makes it possible to serve fresher data to end users
since even if only a part of the response is cached, inter-service requests
can be significantly reduced by caching data that changes only rarely.
Our caching infrastructure requires no application modification but re-
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duced the number of inter-service queries by 80% in a real micro-service
application.
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Chapter 6

Summary of Contributions

This chapter summarizes the papers comprising this thesis and shows
how they relate to the overall research goal and research objectives, and
the guiding principles of the thesis. An overall outline is given first,
after which the papers are presented in more detail in chronological
order, with descriptions of the author’s contributions.

6.1 Outline of Contributions
The research goal of this thesis is to explore methods for managing
cloud resource scarcity. This was done from two perspectives: that of
a Service Provider (RO1) and an Infrastructure Provider (RO2). The
tested approaches can be considered to have their roots in the three
pillars of this thesis: cloud infrastructure federations, scheduling, and
quality-elasticity. Figure 6.1 shows which papers address the problem
from which perspective and which approach was used. Note that Paper
V lies outside this figure because it is not tied to any of the three pillars:
it presents an experimental study on the adverse effects of resource
scarcity on the control plane and deployed applications in a cloud
environment rather than contributing solutions to these problems.

As Figure 6.1 shows, some of the papers span the divide between
Service and Infrastructure Providers, and propose collaborative solu-
tions. This approach is consistent with a central argument of this thesis,
namely that the cloud and the applications deployed onto it have co-
evolved, leading to the emergence of cloud-native software. Paper I
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Figure 6.1: Mapping of the contents of the included papers to the re-
search objectives of this thesis (Section 1.1) and its three pillars. Note
that some papers span the Service/Infrastructure Provider divide be-
cause they explore collaborative solutions. Paper V is not tied to any
particular pillar because it highlights challenges and lessons learned
when performing experimental evaluations in complex cloud environ-
ments. However, its results strongly influenced the experimental strate-
gies adopted in other papers.

outlines how Infrastructure Providers can extend their own capacity by
renting that of others to create a collaborative cloud federation. This
may be done to ensure that Service Providers do not perceive resource
unavailability at their chosen cloud Infrastructure Provider. Unfortu-
nately, Service Providers might object to such an approach, possibly
because their cloud deployment has performance-sensitive components
that must be deployed in close proximity to each other. Alternatively,
there may be legal restrictions on where certain components can be
placed. Service Providers therefore need a way to specify such require-
ments. Paper II and Paper III provide a language for this purpose
(which constitutes the main focus of Paper II) and show that it is math-
ematically and practically feasible to take these additional constraints
into account during scheduling (the main focus of Paper III).
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Paper V experimentally explores and evaluates the inability of core
components of Kubernetes, including its current scheduler, to function
in situations when resources are scarce (or at least not fast enough).
The results obtained show that even with careful preparation and a
solid understanding of how to perform load experiments against an
application, the underlying platform cannot be ignored. These findings
will help to guide future research by highlighting pitfalls and facilitating
their detection and avoidance. The experience gained during the work
presented in this paper directly influenced the experimental approach
applied in Paper VII, where algorithmic goodness was measured in
terms of numbers of bytes sent across the network rather than by using
raw performance metrics.

While the earlier papers focused on what Infrastructure Providers
can do, the later papers focused on ways for Service Providers to manage
cloud resource scarcity. Auto-scaling represents one possible solution
(and is addressed in Patent I, which is not part of this thesis), but it is a
coarse-grained approach that works on a timescale of several minutes
whereas end-user satisfaction can change on a sub-second timescale.
Therefore, faster responses to resource unavailability are needed. Paper
IV suggests that this can be achieved via automatic and voluntary quality
adjustments on the Service Provider’s side: the quality of results can be
increased when resources are plentiful and reduced when resources are
scarce.

The results of Paper IV are interesting and part of a subfield that
warrants more attention, but the approach it suggests places a heavy
burden on cloud application developers because it requires them to
implement complementary and quality-differentiating services. Paper
VII therefore suggests an alternative approach based on automated
response caching as a way to reduce the resource requirements of a
cloud application deployment. The goal is to avoid any need to change
the application itself by dynamically adjusting the amount of caching
done within the system.

Finally, Paper VI (along with Patent II, which is not part of the
thesis) revisits the problem domain of Paper I, but several years later and
with a different goal: to decentralize the entire control plane between
edge computing federations of massive scale with dynamic execution.
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This is something that cannot possibly be achieved using approaches
built for mere handfuls of cloud Infrastructure Providers.

The research presented in this thesis has thus explored how both
cloud Infrastructure Providers and Service Providers can manage cloud
research scarcity issues that arise when current resource requirements
exceed resource availability. The later papers have gravitated toward
solutions that can be implemented by Service Providers because the au-
thor’s professional experience indicates that Service Providers are more
strongly incentivised to address momentary cloud resource scarcity
than Infrastructure Providers.
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6.2 Paper I
E. Elmroth and L. Larsson, “Interfaces for Placement, Migration, and
Monitoring of Virtual Machines in Federated Clouds”, Eighth Interna-
tional Conference on Grid and Cooperative Computing (GCC), Lanzhou,
Gansu, 2009, pp. 253-260.

Paper I introduced the notion of an inter-cloud API that allowed
one cloud to delegate VMs to another (GP1) and also enabled VMs
be migrated directly in one step from the source cloud to the ultimate
destination cloud in the event of multi-step delegation (GP2). The
paper thus relates to RO2 and the overall research goal in that a cloud
Infrastructure Provider could, for instance, decide to delegate a set
of VMs to a collaborating Infrastructure Provider to compensate for
resource scarcity.

This work was conducted in the context of the RESERVOIR EU
FP7 project on federated cloud infrastructures, and the work done
within that project on inter-cloud interfaces inspired the Open Cloud
Computing Interface (OCCI), a vendor-neutral cloud API 1.

Author contributions Lars authored the paper in its entirety, with
key invaluable feedback from Lars’ then sole supervisor, Erik Elmroth. It
should be noted that when this paper was written, our research group listed
authors alphabetically, so the author list does not reflect the magnitude of
each author’s contribution.

1https://occi-wg.org/about/specification/ has links to all documents in
the OCCI specification suite
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6.3 Paper II
E. Elmroth and L. Larsson, “Scheduling and Monitoring of Internally
Structured Services in Cloud federations”, 2011 IEEE Symposium on
Computers and Communications (ISCC), Kerkyra, 2011, pp. 173-178.

Paper II introduced a language that lets Service Providers tell Infras-
tructure Providers which components of their application are related
to each other, and whether they have an affinity or anti-affinity to-
ward each other. These (anti-)affinities constitute placement constraints.
Placement constraints can affect service deployment on different levels,
e.g., “this component must never be placed on the same host as another
instance of the same component” (for redundancy), “this component
must be placed in the same cloud as this other component” (for efficient
networking), or “these components may never be placed outside of
country X” (for legal reasons).

A crucial aspect of this contribution is that the Service Provider
cannot dictate exactly how the cloud Infrastructure Provider(s) should
place resources (GP1); instead, the Service Provider’s requirements
serve as inputs for the Infrastructure Provider’s placement optimization
algorithms. Thus, the Infrastructure Provider is still free to optimize
within their data center. Paper II addresses objectives RO1 and RO2
because the Service Provider is granted influence, but not control, over
the Infrastructure Provider.

Nothing comparable to the proposed placement hints was offered
by cloud Infrastructure Providers when the paper was written, but
similar functionality has since appeared, notably in the form of AWS
Placement Groups2 and Kubernetes Pod affinity specification3.

Author contributions Lars and Daniel Henriksson co-formulated
the core idea of representing service structure in the manner described in the
paper. The monitoring framework mentioned in the paper was Lars’ idea
entirely. Lars then authored the vast majority of the paper. Credit, as agreed
between Daniel and Lars, should be split evenly, and joint first authorship

2https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/
placement-groups.html

3https://kubernetes.io/docs/concepts/scheduling-eviction/
assign-pod-node/
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for the papers was implemented by assigning first author position to one
for Paper II and to the other for Paper III.
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6.4 Paper III
D. Espling, L. Larsson, W. Li, J. Tordsson, and E. Elmroth, “Modeling
and Placement of Cloud Services with Internal Structure”, in IEEE
Transactions on Cloud Computing, vol. 4, no. 4, pp. 429-439, 1 Oct.-
Dec. 2016.

Paper III extends upon Paper II by showing both (a) how an in-
teger linear programming (ILP) formulation can be derived from the
placement constraints proposed in Paper II (GP1), and (b) under what
circumstances the additional placement becomes too much of a compu-
tational burden for a placement optimization algorithm (GP2). Simi-
larly, it addresses the overall research goal via both research objectives
(RO1 and RO2).

The results provide two main insights. The first is that the number
of placement constraints affects the scheduler’s ability to find a satis-
fying placement more severely than general background load. This is
unsurprising because background load “only” makes the size of the
knapsacks smaller (recall Section 4) while still letting the solver use
them all as it sees fit.

The second is that for a high number of hosts with low capacity,
component affinity is the dominant factor affecting ability to find a
solution. This too is unsurprising because one would intuitively expect
affinity to mean that larger items (e.g. two VMs with affinity) must be
accommodated in a single knapsack, whereas anti-affinity just means
that two specific components cannot be co-placed. Anti-affinity thus
reduces the set of possible solutions slightly, which does not make the
actual scheduling decision much more difficult to process.

Author contributions As with the sibling paper (Paper II), Daniel
(then with the last name Espling) and Lars co-formulated the core idea
and co-implemented the translation of placement constraints into solver
inputs. Lars then authored the majority of the paper. Crucial support
and guidance on ILP was provided by Wubin Li, the group’s expert on
formulating scheduling in the form of an ILP problem. It should also
be noted that the paper required submission to several conference venues
and journals; this work (with slight modifications on each occasion) was
done by Daniel Espling. As stated previously, it was agreed that overall
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credit for Paper II and Paper III should be shared equally between Daniel
and Lars. The supervisors Johan Tordsson (Wubin’s supervisor) and Erik
Elmroth provided key feedback in the process of shepherding the paper to
publication.

63



6.5 Paper IV
L. Larsson, W. Tärneberg, C. Klein, and E. Elmroth, “Quality-Elasticity:
Improved Resource Utilization, Throughput, and Response Times via
Adjusting Output Quality to Current Operating Conditions”, 2019
IEEE International Conference on Autonomic Computing (ICAC), Umeå,
Sweden, 2019, pp. 52-62.

Paper IV addresses the research goal from the point of view of the
Service Provider: if momentary resource scarcity is inevitable, how
should such a situation be dealt with? Currently, software does not
adjust itself in this situation — if a system is overloaded, programs
simply run slower because there is more resource contention. This
leads to a slower response, or, in the worst case, failure to respond
within a predefined time frame, causing a timeout.

In Paper IV, we extend the ideas of Brownout [Kle+14a]. Brownout
proposed adding a circuit breaker-like functionality to services that in-
troduces a binary choice about whether to serve “optional content”.
In this context, optional content is content that is valuable for some
reason (in the case of Brownout, product recommendations shown on
product detail pages at an e-commerce site, which are known to increase
sales [FH07; FH09]) but not strictly necessary.

Rather than the binary choice offered by Brownout, we propose a
more granular approach: choosing not just whether to serve optional
content, but also how it should be generated. Is there perhaps al-
ready cached content that can be used? Alternatively, can we offer
less computationally intensive product recommendations by making
cheaper database queries? And if resources are plentiful, can we per-
haps choose computationally more expensive alternatives to generate
higher-quality responses? Such decisions should be based on current
conditions and resource availability, providing timely mitigation on
a per-request timescale (GP2), and handled completely by the Service
Provider (RO1).

Using the same simulator as Brownout, we introduce these new
options and show that throughput is significantly increased, response
times are accordingly lowered, and that more requests are served with
at least some optional content rather than none. Obviously, the output
quality of some of the served optional content is reduced to achieve these
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results, but if serving optional content increases profitability [FH07;
FH09], overall profits should be higher even in these cases than they
would be otherwise.

Author contributions Lars performed the software and experimen-
tal design, implemented the simulator, conducted the experiments, and
authored the paper. Lars had the core idea, and it was discussed extensively
with William Tärneberg. William’s continuous feedback and encourage-
ment, along with that of the supervisors Cristian Klein and Erik Elmroth,
greatly improved the paper.
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6.6 Paper V
L. Larsson, W. Tärneberg, C. Klein, E. Elmroth, and M. Kihl, “Im-
pact of etcd Deployment on Kubernetes, Istio, and Application Perfor-
mance”, in Software: Practice and Experience, 2020.

Paper V is an experience paper that presents lessons learned while
conducting a large number of experiments in a cloud environment.
The key takeaway message is that the cloud software constituting the
platform upon which applications are deployed is also complex and
can suffer from resource scarcity. If that happens, even application
performance can suffer. Thus, researchers must view the entire stack as
the system under test, not just their application.

The etcd database is a key component of Kubernetes — every control
plane decision is recorded in it, and it is under heavy I/O pressure due
to a consistent and high-volume stream of requests. To ensure data
durability, etcd makes heavy use of its backing hard drive storage. If
the hard drive is “too slow” (whatever that means for a particular size
of cluster and data churn level), etcd will operate too slowly, and in the
worst case, there will be timeouts. These timeouts may be interpreted
as failures by the Kubernetes control plane components, which can
cause compounded failures. To understand why, we briefly explain
some aspects of Kubernetes’ functionality.

If a Kubernetes Pod fails its liveness tests, it should be replaced with
a new Pod instance. When that happens, the new Pod instance should
be listed as an Endpoint to the Service it belongs to, once readiness tests
have been passed. Network requests to a Service can only be delegated
to its listed Endpoints.

In this work, we created an application that could easily be over-
whelmed by too many concurrent requests. Thus, when the request
volume is sufficiently high, an application instance (Pod) will exhaust
its memory allocation, causing it to be killed by the Linux kernel’s
out-of-memory (OOM) process killer. With the process killed, its cor-
responding liveness test will naturally fail. The Pod should then be
replaced, as outlined above.

Thus, in the event of a high request volume (and thus a high load
on a Service), rapidly replacing the failed Pod is vital to ensure that
sufficient Endpoints are available to handle the overall load.
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We found that if the backing storage of the etcd component is
also under high load, the Pod replacement process fails to occur in a
timely manner, which greatly affects the application’s performance
and (auto-scaling) behavior. Application performance and behavior in
experiments where the etcd database was deployed with a (very slow)
networked file system as its hard drive differed significantly from that
observed when it stored its data on a (very fast) RAM-disk.

The takeaway message from this experience paper is that we must
be aware of how our increasingly complex cloud platform software
behaves and is deployed. Measuring only raw application performance
can therefore be misleading if the platform is not also taken into account.
This lesson informed the approach used for system evaluation in Paper
VII, where instead of measuring only, e.g., network response times, we
instead focused on counting messages and bytes sent across the network.
This minimized non-deterministic disturbances due to control plane
deployment.

Author contributions Lars performed the vast majority of the work
on this paper, including conceiving the initial idea, design, implementation,
conducting experiments, and authorship. The work was performed in close
collaboration with William Tärneberg, with whom the methodology and
results were discussed thoroughly and over many iterations. William
authored the paper’s formal description of how queuing theory could be
used to conduct performance testing. Valuable feedback was provided by
the supervisors.
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6.7 Paper VI
L. Larsson, H. Gustafsson, C. Klein, and E. Elmroth, “Decentralized
Kubernetes Federation Control Plane”, submitted 2020.

In Paper VI, we return to the topic of federated cloud infrastruc-
tures (the subject of Paper I). In particular, we target geographically
dispersed and numerous infrastructures at the network edge — the
foundational infrastructures of edge computing. The problem domain
differs from that of Paper I with respect to the sheer scale of the federa-
tions under consideration: the number of collaborating sites is orders
of magnitude larger. Deploying applications to hundreds or thousands
of Kubernetes clusters requires a more scalable control plane than that
which currently exists.

In this position paper, we argue that a decentralized control plane is
required to deal with the scale required for edge computing. To avoid
problems relating to concurrent control plane updates caused by varia-
tion in resource availability over a massive federation, we propose the
use of Conflict-free Replicated Data Types (CRDTs, recall Section 5.2)
in a distributed database that spans the entire federation. All member
clusters of the federation can independently volunteer to claim part
of the overall required deployment, updating the shared tally in the
distributed database. In this way, autonomy is preserved (GP1), and
because the overall resource requirements are known on the global level
of the system, scheduling can be done in parallel across all clusters,
which should result in good distributed scheduling performance (GP2).

The proposed ideas would have to be implemented by Infrastructure
Providers because we consider it unfeasible for Service Providers to
maintain a list of all sites in a federation with hundreds or thousands of
edge computing sites. Edge computing infrastructure must be managed
by Infrastructure Providers; consequently, this paper relates to RO2.

The ideas presented in this position paper were and still are in very
early developmental stages, and various possible implementations are
being considered. This work was conducted while Lars was visiting
Ericsson Research in Lund as a visiting researcher, and also resulted in
Patent II.
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Author contributions Harald and Lars, as co-authors of the patent,
believe that credit for the original idea should be split equally between them.
Lars was given full responsibility for authorship of the academic position
paper, and his supervisors Cristian and Erik provided valuable feedback.
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6.8 Paper VII
L. Larsson, W. Tärneberg, C. Klein, M. Kihl, and E. Elmroth, “To-
wards Soft Circuit Breaking in Service Meshes via Application-agnostic
Caching”, submitted 2020.

While the results of Paper IV were very promising, implementing
them in practice would be rather labor-intensive and require the de-
velopment and maintenance of several different implementations of
specific functionalities with different resource requirements. Practically
speaking, development costs would likely prohibit this for all but the
most valuable business-critical systems.

Paper VII presents a more practical general solution in the form of
a caching infrastructure that seamlessly and without requiring applica-
tion modification can dynamically estimate how long cached previous
responses will remain valid. Caching is rarely used in inter-service
communication, which is surprising, given that the micro-service archi-
tecture design encourages separation of concerns and data ownership,
potentially leading to frequent inter-service calls to obtain data that
may not have changed since it was last used (see Section 5.3).

We evaluate the proposed system and the associated cache valid-
ity time estimation algorithms using two suites of experiments. First,
we identify algorithm parametrizations that reduce the number of
network requests without introducing too many errors due to data
staleness. Second, we show that a real third-party application (Hipster
Shop by Google Cloud Platform) can be deployed onto our caching in-
frastructure without modification, and that the identified conservative
algorithm parametrizations manage to cache about 80% of requests,
reducing total network traffic by 40%.

These results support our vision of seamlessly offering this type
of functionality in service meshes as a “soft circuit breaker”, i.e. one
that does not just allow or disallow traffic between services but can
reduce service load by using cached data where possible (GP2). This
would greatly benefit edge computing, as research has shown that both
poor data locality [Ngu+19; McC+19] and resource contention are
hindrances to its adoption.

This work relates to research objectives RO1 and RO2 in that the
proposed solution could be offered as a networking feature in a service

70



mesh by the Infrastructure Provider, or be used directly by the Service
Provider. Because caching in the manner described does not require
application modification, both options are potentially viable.

Author contributions The vast majority of the work was performed
by Lars, including software and conceptual design, implementation, ex-
periments, and authorship of the paper. Again, the work was conducted in
collaboration with William Tärneberg, with whom the methodology and
results were discussed thoroughly and over many iterations. Supervisors
provided valuable feedback.
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Chapter 7

Conclusion

This thesis has a single research goal: to explore methods for managing
cloud resource scarcity. This goal was addressed from two perspectives,
resulting in two research objectives: to explore ways in which Service
Providers and Infrastructure Providers can mitigate the adverse effects
of resource scarcity on application or platform performance. The
solutions presented in the papers following the kappa rest on three
pillars: collaboration in inter-cloud federations, intelligent scheduling
within and across federations, and making applications adapt to current
resource availability.

On the basis of extensive literature reviews and personal experience
gained over the many years spanned by this thesis (2009–2020), we
have made the case that the cloud and the software deployed onto it
have co-evolved over time and bred a new line of software that can
truly be called cloud-native. This software has evolved to exploit the
unique resource offerings of the cloud, turning what would previously
have been seen as weaknesses of shared and dynamic infrastructure into
strengths. Cloud-native software, by embracing the dynamic nature
of cloud infrastructure, thus also helps Infrastructure Providers offer
their services cost-efficiently.

The long period of time over which this thesis was written grants
us the privilege of hindsight: we can see evidence of the older papers’
impact on the research community and possibly also the cloud com-
puting industry. Paper I has been cited over 85 times according to
Google Scholar. The work done within the RESERVOIR project on
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the API that the author worked on directly and elaborated upon in
Paper I influenced a multi-cloud compatibility API called Open Cloud
Computing Interface (OCCI), which was subsequently standardized
by the Open Grid Forum and has continued to evolve.

Regarding Paper II and Paper III, it is noteworthy that industry
giants such as Amazon Web Services and Microsoft now offer a language
to express cloud component affinity and anti-affinity rules today, but
they did not before those papers were published. The more recent cloud-
native container orchestrator Kubernetes also offers such a language and
functionality. It is impossible to say whether any of these developments
were (in-)directly influenced by our work — perhaps we just tapped into
the Zeitgeist of the federated cloud computing field, but did so a few years
before it had matured enough to be offered by public cloud vendors.
Since RESERVOIR and its successor project OPTIMIS both deeply
influenced EU research on cloud computing together with industry
partners such as IBM and SAP, some influence should perhaps not be
immediately excluded.

We expect that the complementary approaches presented in this
thesis could be combined to further deepen the collaboration between
Service Provider and Infrastructure Provider in delivering cloud-native
applications to end users in ways that allow efficient sharing of resources
and delivery of applications. Taken as a whole, the implementation of
the ideas presented in this thesis would result in applications that can
be efficiently scheduled and migrated across clouds (Paper I and Paper
VI) without violating requirements relating to service structure or data
locality (Paper II and Paper III), and that make better use of available
resources wherever they are deployed (Paper IV and Paper VII). We
have also shared our experience of conducting scientific research on
cloud computing infrastructure (Paper V), which suggests that control
plane software should perhaps also be able to adapt to current resource
availability. Thus, our contributions have helped pave the way to more
efficient use of available resources. Overall, the main conclusion drawn
from the work presented herein is that cloud resource scarcity is best
managed in a collaborative manner that respects both the autonomy
and independence of all parties, as all parties benefit when optimal use
can be made of the resources at our shared disposal.
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