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Abstract

Social Network Sites (SNS) such as Facebook and Twitter, have been playing a
great role in our lives. On the one hand, they help connect people who would
not otherwise be connected before. Many recent breakthroughs in AI such as
facial recognition [49], were achieved thanks to the amount of available data on
the Internet via SNS (hereafter Big Data). On the other hand, due to privacy
concerns, many people have tried to avoid SNS to protect their privacy [83].
Similar to the security issue of the Internet protocol, Machine Learning (ML), as
the core of AI, was not designed with privacy in mind. For instance, Support
Vector Machines (SVMs) try to solve a quadratic optimization problem by
deciding which instances of training dataset are support vectors. This means
that the data of people involved in the training process will also be published
within the SVM models. Thus, privacy guarantees must be applied to the
worst-case outliers, and meanwhile data utilities have to be guaranteed.

For the above reasons, this thesis studies on: (1) how to construct data
federation infrastructure with privacy guarantee in the big data era; (2) how to
protect privacy while learning ML models with a good trade-off between data
utilities and privacy. To the first point, we proposed different frameworks em-
powered by privacy-aware algorithms that satisfied the definition of differential
privacy, which is the state-of-the-art privacy-guarantee algorithm by definition.
Regarding (2), we proposed different neural network architectures to capture
the sensitivities of user data, from which, the algorithm itself decides how much
it should learn from user data to protect their privacy while achieves good per-
formance for a downstream task. The current outcomes of the thesis are: (1)
privacy-guarantee data federation infrastructure for data analysis on sensitive
data; (2) privacy-guarantee algorithms for data sharing; (3) privacy-concern
data analysis on social network data. The research methods used in this thesis
include experiments on real-life social network dataset to evaluate aspects of
proposed approaches.

Insights and outcomes from this thesis can be used by both academia and in-
dustry to provide privacy-guarantee data analysis and data sharing in personal
data. They also have the potential to facilitate relevant research in privacy-
aware representation learning and related evaluation methods.
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Preface

This thesis contains a brief description of privacy-aware infrastructures, a dis-
cussion on improving privacy protection approaches in natural language pro-
cessing, machine learning, and the following papers.

Paper I Xuan-Son Vu, Lili Jiang, Anders Brändström, Erik Elmroth.
Personality-Based Knowledge Extraction for Privacy-preserving Data
Analysis. ACM, Proceedings of the Knowledge Capture Conference
(K-CAP), 2017.

Paper II Xuan-Son Vu, Addi Ait-Mlouk, Erik Elmroth, Lili Jiang. Graph-
based Interactive Data Federation System for Heterogeneous Data
Retrieval and Analytics. ACM, Proceeding of WWW’19 - The
World Wide Web Conference, 2019.

Paper III Xuan-Son Vu, Lili Jiang. Self-adaptive Privacy Concern Detec-
tion for User-generated Content. Proceedings of the 19th Inter-
national Conference on Computational Linguistics and Intelligent
Text Processing (CICLing), best student paper award, 2018.

Paper IV Xuan-Son Vu, Son N. Tran, Lili Jiang. dpUGC: Learn Differen-
tially Private Representation for User Generated Contents. Pro-
ceedings of the 20th International Conference on Computational
Linguistics and Intelligent Text Processing (CICLing), 3rd place
for best paper awards, 2019.

Paper V Xuan-Son Vu, Abhishek Santra, Sharma Chakravarthy, Lili Jiang.
Generic Multilayer Network Data Analysis with the Fusion of Con-
tent and Structure. Proceedings of the 20th International Confer-
ence on Computational Linguistics and Intelligent Text Processing
(CICLing), 2019.
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Abbreviations

Table 1: List of terminologies and abbreviations used in the thesis.

# Term/Abbreviation Explanation
1 All Data All available data of the world
2 Big Data Refers to the “5V’s” Big Data of [87].
3 UGC User Generated Content [92].
4 DF Data Federation [93, 90]
5 DA Data Analysis [90]
6 DP Differential Privacy [19, 26]
7 DS Data Sharing [94]
8 ML Machine Learning [63]
9 MLN Multi-layer Network [91]
10 NA Network Analysis [91]
11 SVM Support Vector Machines [18]
12 GDPR General Data Protection Regulation
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Chapter 1

Introduction

My PhD studies focus on research in “Privacy-aware Data Federation”, which
aims at virtually integrating heterogeneous data from multiple distributed
sources and preserving privacy during data federation and data analysis. Ac-
cording to a recent study, the volume of corporate data doubles each year and
the public Web grows by over seven million pages a day. Facebook, a social
networking site alone, back in 2016, was generating 25TB of new data every
day [59]. And the daily amount of data Facebook is creating now, in 2019, is
4PB per day, which is ⇠ 166 times more than that in 2016, according to a recent
statistic †. The vastly increasing volume of data is generated and/or collected
by people across organizations (e.g., governments, academic institutions, busi-
ness corporations, web users) for different purposes, in different schema, and
using different methodologies. This imposes the requirements on the technology
for effective data integration and data sharing across multiple heterogeneous
sources. Among these increasing volume of data, individual personal data can
be largely collected and analyzed to understand important phenomena, such as
early detection of diseases [40] and social service recommendation [21]. How-
ever, user concerns rise from a privacy perspective, with sharing an increasing
amount of information regarding their profile information, health, service us-
age and activities. Thus, it is critical to developing techniques to enable data
federation and data sharing without losing privacy.

1.1 What is Privacy?
Before we start to discuss related problems in privacy, it is important to un-
derstand privacy and in what scenario privacy is violated.

Privacy. Many legal systems protect a right to privacy. However, ‘privacy’
remains an elusive and controversial concept [6]. In the Privacy book [6],
Barendt addressed that “some writers have rejected the idea that there is a

†
www.visualcapitalist.com/how-much-data-is-generated-each-day/
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discrete right to privacy. In their view, it is derivative from well-established
rights, such as property rights and personal rights not to be touched or observed
without consent, and it would be possible to dispense with it as a distinct
right.”. According to this view, hypothetically, if a person intruded into a
house and took a photo of two intimate couples, the intruder only got a break-
in crime but not for something else (e.g., violated privacy space, harassment).
Also in the book, Barendt mentioned that “other writers do not share this
skepticism, but disagree about the value of privacy or, put another way, over
the justifications for protecting it by law or under a constitution" [6]. From
the above discussions, we understand that privacy is a complex topic and it
has been gone through many different generations to have agreements (e.g.,
GDPR). Generally, privacy can be preserved in three ways (i.e., norm, law,
technology). Since this thesis focuses more on the technical solutions to protect
privacy of individuals according to the current law (i.e., GDPR), we do not
attempt to make a clear definition of privacy. We, however, chose to refer
privacy as another synonym called ‘the right to be let alone’ [6], which is
termed in the GDPR regulation as “the right to be forgotten” ††. It means that
the data subject can “obtain from the controller the erasure of personal data
concerning him or her without undue delay and the controller shall have the
obligation to erase personal data without undue delay”. Moreover, privacy is
also about “information privacy”, which is the privilege to have some control
over how personal information is collected and used [42]. It is “the capacity of
an individual or group to stop information about themselves from becoming
known to people other than those they give the information to” [42]. Briefly, in
this thesis, we focus on two problems of privacy: (1) the right to be forgotten;
and (2) protect re-identification problems of personal data. To the former, in
our proposed frameworks, we can keep track of user data and hence, be able to
fulfill user’s requests to erase their data. About re-identification, we proposed
both systematic architectures and privacy-guarantee algorithms to protect re-
identification problems. However, in order to be sure of what kind of data that
needs protection, we need to understand ‘what are personal data?’.

What are ‘personal data’? Any data-protection law will also need to
define the concept of ‘personal data’ or ‘personal information’. In the article
2(a) of the European Union Directive employs the following information:

“Personal data means any information relating to an identified or
identifiable individual natural person (‘data subject’); an identifi-
able individual is one who can be identified directly or indirectly, in
particular by reference to an identification number or to one or more
factors specific to his physical, physiological, mental, economic, cul-
tural, or social identity.”

Or newly in GDPR’s article 4:

“Personal data means any information relating to an identified or
††gdpr.eu/right-to-be-forgotten/
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identifiable natural person (‘data subject’); an identifiable natu-
ral person is one who can be identified, directly or indirectly, in
particular by reference to an identifier such as a name, an iden-
tification number, location data, an online identifier or to one or
more factors specific to the physical, physiological, genetic, mental,
economic, cultural or social identity of that natural person."

Even though the European Union Directive did not mention about biometric
data, however, the new GDPR’s regulation defines biometric as:

“Personal data resulting from specific technical processing relating
to the physical, physiological or behavioural characteristics of a
natural person, which allows or confirms the unique identification
of that natural person, such as facial images or dactyloscopic data.”

Therefore, in the new GDPR’s regulation, data subjects are being protected
from re-identification problems of not only their direct information (e.g., social
security number) but also from biometric data that can re-identify data sub-
jects from specific technical processing (e.g., user behaviors, facial images).

When privacy is violated? Cynthia Dwork [19], who introduced dif-
ferential privacy - the current state-of-the-art privacy-guarantee approach by
definition, has re-introduced the desideratum for statistical databases by Dale-
nius [20]: access to a statistical database should not enable one to learn any-
thing about an individual that could not be learned without access †. In-
tuitively, the definition requires that any algorithms outputting information
about an underlying dataset are robust to any change of one sample, thus pro-
tecting privacy. We will explore more about differential privacy later in next
sections. In a discrete way, Katal et al. [46] list that privacy may be breached
under following (but not all) circumstances:

• Personal information when combined with external datasets may lead to
the inference of new facts about the users. Those facts may be secretive
and not supposed to be revealed to others.

• Personal information is sometimes collected and used to add value to
business. For example, individual’s shopping habits may reveal a lot of
personal information.

• The sensitive data are stored and processed in a location not secured prop-
erly and data leakage may occur during storage and processing phases.

At the current scope of this thesis, our contributions lie more on the first
and the second circumstances to avoid privacy breaches. The third circum-
stance requires more work in security that we might investigate in future work.

†Semantic security against an eavesdropper says that nothing can be learned about a
plaintext from the ciphertext that could not be learned without seeing the ciphertext.
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Privacy vs. security. In many cases, people got confused between privacy
and security since they normally appear together in the main tracks of top
journals or conferences in computer science. However, they are not the same.
Data privacy is focused on the use and governance of individual data (e.g.,
setting up policies in place to ensure that consumers’ personal information is
being collected, shared and utilized in appropriate ways). Security concentrates
more on protecting data from malicious attacks and the misuse of stolen data
for profit [14]. While security is fundamental for protecting data, it is not
sufficient for addressing privacy. Table 1.1 shows some (but not all) differences
between privacy and security.

Until here, we have covered the nature of privacy and what issues related
to privacy we should pay attention to. We summarize here some main points
that this thesis tries to focus:

• First, when talking about privacy, we want to protect data subjects from
two problems: (1) re-identification, (2) assure the right to be forgotten.

• Secondly, privacy breaches can happen in many different ways, however,
in this thesis, we focus on (1) re-identification problem when user data
are being collected and shared; (2) allowing data processing (e.g., data
analysis, learning models, etc.) on sensitive data without privacy leak-
ages.

• Thirdly, privacy and security are not always the same. Security can
be used to strengthen privacy protection but security is not the direct
solution to privacy protection.

Table 1.1: Difference between privacy and security [42]
# Privacy Security
1 Privacy is the appropriate use of

user’s information
Security is the “confidentiality, in-
tegrity and availability” of data

2 Privacy is the ability to decide
what information of an individual
goes where

Security offers the ability to be
confident that decisions are re-
spected

3 The issue of privacy is one that
often applies to a consumer’s
right to safeguard their informa-
tion from any other parties

Security may provide for confiden-
tiality. The overall goal of most se-
curity system is to protect an en-
terprise or agency [37]

1.2 Research Problems and Objectives
Concerning the above challenges, my PhD research especially focuses on the
following two aspects: (1) data federation across heterogeneous and distributed
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data and (2) privacy preservation on data federation and data processing, which
includes data analysis, data sharing, etc. Especially, data federation method-
ologies empower a unified interface over these heterogeneous data sources by
virtual integration. This approach provides users a perspective that allows data
of multiple heterogeneous sources can be queried transparently and quickly.
Privacy preservation methodologies achieve the balance between data utility
and individual sensitive data protection to build a privacy-aware web ecosys-
tem.

Here are the main research objectives of this thesis:

RO1 (Data Federation): to address the heterogeneity and distribution of
multiple data sources, as well as the sensitivity of register data and web
data:

• Objective RO1a: to develop collaborative query-based data federa-
tion algorithms that cope with data distribution and provide users
a unified interface to quickly access multiple data sources.

• Objective RO1b: to address how the privacy-guarantee frameworks
can support robust research topics including privacy-concern data
analysis on register data with scalability and high performance by
design and test on a real-world dataset.

RO2 (Privacy Preservation): to show the frameworks’ effectiveness and
cross-disciplinary utility regarding privacy in data processing including:

• Objective RO2a: to apply differential privacy solution on register
data for privacy-aware detection (e.g., privacy-concerns detection).

• Objective RO2b: to develop differential privacy algorithms that pre-
vent adversarial attackers run inferences on personal data using big
data to find privacy leakage.

• Objective RO2c: to collaboratively apply the privacy-aware data
federation solution on social network for privacy-guarantee data
sharing and social network analysis.

Generally, objective RO1 targets at finding different system architectures
to re-construct personal data from which, they support the objective RO2 to
develop different privacy-aware algorithms to protect data privacy.

1.3 Methodology and Research Contributions
In this section, we answer two questions including: (1) how we address research
objectives? and (2) what is the main contributions of this thesis? Both ques-
tions are important since methodology mainly shows what is the main research
directions we could follow to achieve the research objectives, and research con-
tributions summarizes our achievements in this thesis.

5



Data Federation

- Cardiovascular data

- Nutrition / diet data

- Demographic data

Privacy Preservation

Schema Mapping and Matching

Data Extraction and Cleaning

  Data source selection

  Privacy-aware Detection

  Privacy-aware Data Analysis

Oracle SAS SPSS

Interface

Public Web

Data Sources

End Users

Data Processing

  Privacy-aware Data Sharing

Figure 1.1: Architecture Design of Privacy-aware Data Federation Frameworks,
where the red parts are the main focuses of this thesis.

A. Methodology
To meet the research objectives of this thesis, we investigated different re-
search topics in both (1) system architectures regarding data federation and
(2) privacy-guarantee algorithms for data processing. Regarding system archi-
tectures, we focus on this topic because of two important facts. Firstly, it is
because of the big gap between theories and real-life applications of privacy-
aware data federation systems. There are some well-established frameworks
such as PINQ [58] or GUPT [66], however, they mainly act as out-of-the-box
solutions to traditional database systems to achieve privacy protection but not
for data federation system. Secondly, it lacks of practical privacy-aware algo-
rithms in real-life system, which can be used by end-users (e.g., a psychology
researcher), that can efficiently address privacy issues to protect personal data.
In [43], the authors have summarized different works in privacy and the ma-
jority of them are privacy-aware algorithms, which we will discuss in more
detail in the following parts. Moreover, there exists research work on privacy
preservation for register data [29, 1, 75, 72, 97], however, they either try to
(1) address privacy issues on image datasets [29, 1, 72, 97] (because images are
easier to add noise than heterogeneous data, therefore, it is easier to protect
privacy) [94] or (2) address privacy issues on some selected properties [102] but
not for centralized data collection. These limitations are addressed in more
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detail in Paper IV [94].
By analyzing the distributed heterogeneous data across multiple data sources

including open web data and register data, we propose privacy-aware data fed-
eration framework as shown in Figure 1.1, where the red parts are the focus of
my PhD studies. From the aspect of research, we mainly address the academic
challenges in data federation and privacy preservation. From the application
point of view, this project solves real challenges in privacy issues on social
network data (e.g., Facebook).

B. Data Federation

The main challenges in processing federated database queries originate from the
data distribution, heterogeneity and autonomy. We construct our federation
infrastructure by firstly deploying the well-known data federation framework
Teiid [86, 81], based on which, we address the following scientific problem:

• Data source selection: given a natural language query, the system has
to figure out which variables from which data sources are involved in
the query analysis in order to find the answer. To address this problem,
we proposed a rule-based approach to find related variables on a virtual
database from which the system selects correct variables of the original
data source for data analysis. In the paper I [93] and paper II [90], we ap-
plied this approach to build open-access frameworks allowing researchers
to work on register data that would otherwise is not easy to access and
perform data analysis.

C. Privacy Preservation

The module of privacy preservation focuses on balancing the needs of the re-
searchers to pursue scientific research as well as the privacy of individuals in
their datasets.

• Privacy-aware Detection: to detect how much privacy-guarantee should
the system protect user data to balance the trade-off between privacy
protection and data utility. It is important to mention that in many
datasets, we have no way to ask data subjects for their privacy-concerns
(e.g., a dataset was collected 100 years ago and most data subjects had
died; or similarly, a dataset was collected anonymously and there is no
way to contact the data subjects). Additionally, for data analysts, who
want to guarantee privacy protection for their analytic results, it is not
straightforward for them to define privacy-guarantee level. This happens
because the proper distribution of the limited privacy budget across mul-
tiple computations require significant mathematical expertise [66].

• Privacy-aware Data Analysis: Any outputs from a data analysis run-
ning on personal data should guarantee privacy. Therefore, this module

7



assures analytic outputs of the system are guaranteed under privacy pro-
tection mechanisms (e.g., differential privacy [19]).

• Privacy-aware Data Sharing: to protect privacy of a dataset before shar-
ing to other third-parties. There have been different privacy-guarantee
algorithms for data sharing such as K-anonymity [79], L-diversity [56], t-
Closeness [55]. However, most of them are vulnerable to privacy attacks
which will be discussed further in this section.

Privacy Preservation Methods. Privacy protection can be divided into
two methods namely (1) data sanitization and (2) anonymization. In 2008,
Narayanan and Shmatikov [68] proposed an effective de-anonymized algorithm
to break privacy of Netflix Prize Contest [69]. In 2009, there was a very sub-
tle privacy violation when Wang et al. [96] showed how published GWAS
(Genome-Wide Association Study) results [31] revealed whether specific indi-
viduals from the study were in cancer group or healthy group. Since then,
researchers have been focusing more on data sanitization approach to protect
privacy. Data sanitization process commonly can be performed in 4 different
ways (see figure 1.2) including (1) input perturbation [10], (2) output pertur-
bation [24], (3) internal/objective perturbation [95, 15], and (4) sample-and-
aggregate [71]. In 2006, Dwork firstly introduced differential privacy (DP) in
her ICALP paper [19] to capture the increased risk to one’s privacy incurred by
participating in a database. It seeks to provide rigorous, statistical guarantees
against what an adversary can infer from learning the results of some random-
ized algorithms. Thus, most of DP algorithms are not categorized in the first
privacy protection approach (i.e., input perturbation) but in the other three
approaches [58, 66]. Input perturbation is more common in data curation [27].

Differential privacy [19] aims to provide statistical guarantees against what
an adversary can infer from observing the results of some randomized algo-
rithms such as recommendation algorithm or personalized search engine. For
any data analysis system, there are two essential modules including (1) data
manager, and (2) data analyzer. Practically, these two modules are designed
in such a way that allows the analysis module performs locally so all data stays
at source, within the governance structure and control of the originating data.
As a typical example, DataSHIELD [38] is a system that is implemented fol-
lowing this approach. It can be used to run analysis of individual-level data
from multiple studies or sources without physically transferring or sharing data
and without providing any direct access to individual-level data [65]. However,
DataSHIELD only can answer single one-dimensional statistics, which is not
always satisfied researchers’ needs. In fact, user query might either range from
numeric to non-numeric query or from one-dimensional to multi-dimensional
statistic query. Thus, our goal is applying differential privacy to fulfill user
needs of flexible query types.

Typically, DP methods reduce the granularity of representation in order to
protect confidentiality. There is, however, a natural trade-off between informa-
tion loss and the confidentiality protection because this reduction in granularity

8



x1

xn

Zn Anonpriv

(1) Input perturbation

D

Z

(2) Output perturbation

argmin	(J(f,	D)	+	fT	Z)D

Z

(3) Objective perturbation

merge

x1

xn
(4) Sample-and-aggregate

Z1

Anonpriv

Figure 1.2: Common privacy protection approaches: (1) input perturbation
adds noise to the input before running algorithm; (2) output perturbation runs
algorithm then adding noise to the results; (3) the internal/objective perturba-
tion randomizes the internals of algorithm, and (4) the sample-and-aggregate
computes query on disjoint subsets data and then use differentially private
method to select max.

results in diminished accuracy and utility of the data, and methods used in their
analysis. To measure this trade-off, we often apply learning-algorithms on both
of the raw data and privacy-aware data. It is different from regular learning
algorithms in the sense that training data is no longer the original data. It has
been modified in such a way that there is no trace back to know where is the
data come from or who is a particular participant. For instance, putting some
random noises on user responses to guarantee user privacy is one of such meth-
ods (e.g., Erlingsson et al. [27]). And this modification makes the learning part
be more difficult due to the privacy-guarantee modification. Ji et al. addressed
in [43] that general ideas of privacy-preserving machine learning algorithms are
learning a model on clean data, then use exponential mechanism [88, 62, 78]
or Laplace mechanism [89, 16] to generate a noisy model. However, due to pri-
vacy issue, raw data is no longer available but sanitized data. Because of this
reason, how to evaluate privacy-guarantee models in comparison to no-privacy
guarantee models is a big challenge. In section 3.3 of Chapter 3 we also address
some evaluation problems of privacy-guarantee machine learning models.

D. Research Contributions
This thesis contributes to knowledge in privacy-aware (1) data federation, (2)
data analysis, and (3) data sharing within the context of the research objectives.
Figure 1.3 and Figure 1.4 show the overview of research contributions of this
thesis.
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All Data

Big Data
User Generated Content (UGC)
Data Federation (DF)
Data Analysis (DA)
Data Sharing (DS)
Machine Learning (ML)
Multi-layer Network Analysis (MLN)
Network Analysis (NA)

Paper I (DF + DA + UGC):
Privacy-aware Data
Analysis for a federated
framework.

Paper II (DF + DA + NA + UGC):
Privacy and Graph-based Data
Analysis for a federated framework.

Paper III (ML + UGC): Self-
adaptive privacy detection for
UGC.

Paper IV (DS + ML + UGC): Privacy-
aware Data Sharing using Machine
Learning.

Paper V (ML + NA + MLN + UGC):
Privacy & Data Analysis using
Multilayer Network Analysis.

Privacy Preservation

UGC ~ Big Data

Figure 1.3: Overview of the five papers and its connections to Privacy-Aware
Data Federation and UGC (or Big Data).
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Differential Privacy (DP)

Data Sharing (DS)
Machine Learning (ML)
Multi-layer Network Analysis (MLN)
Network Analysis (NA)

Figure 1.4: Overview of Data Federation Infrastructures with respects to dif-
ferent type of data and features it can support in this thesis.
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To address RO1: we proposed different system architectures to both guar-
antee privacy and have a good trade-off between privacy and data utility in
Paper I [93] (RO1a) and Paper II [90] (RO1b).

To address RO2: we proposed different privacy-aware algorithms to ad-
dress different privacy issues in personal data. Firstly, because of the fact that
many datasets were collected a long time ago, and we have no way to ask pri-
vacy concerns of the data subjects, whose data were collected. Hence, Paper
III [92] (RO2a) proposed a solution to detect privacy based on the contents of
the collected data themselves. Secondly, to prevent running inference attacks
on personal data (i.e., RO2b), Paper III [92] and Paper V [91], proposed
methods to limit how much information can a random algorithm learn from
the data to satisfy the definition of differential privacy. Lastly, Paper IV [94],
Paper V [91] answer the question of RO2c on how to apply the privacy-aware
data federation solution on social network for privacy-guarantee data sharing
Paper IV [94] and social network analysis Paper V [91].

In summary, main contributions of this thesis in the five papers are:

• Propose system architectures of open-access frameworks for data federa-
tion and data analysis that allowing researchers to work on register data
faster with privacy-guarantee analytic results.

• Propose privacy-aware algorithms to balance the trade-off between data
privacy and data utility.

• Propose privacy-aware data sharing for learning representations and share
them safely for public usage without the necessity to share the raw data.

1.4 Thesis Organization
The rest of this thesis is organized as follows. Chapter 2 presents a comprehen-
sive background of privacy-aware infrastructures on different topics including
data federation, data sharing and data analysis. Some challenges in privacy-
aware infrastructures are also mentioned in this chapter. Chapter 3 discusses
privacy issues in machine learning models where privacy must be guaranteed
at the worst-case outliers and thus data utilities will also be affected severely.
Chapter 4 summarizes research papers included in the thesis; followed by future
work beyond this thesis.
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Chapter 2

Privacy-Aware
Infrastructures

In this chapter we describe the role of privacy-aware data federation frame-
work, which is the software system that manages the multiple data sources and
analytic application in a federated manner.

2.1 Privacy-aware in Big Data
Big data [48] is a term used for very large data sets that have more varied and
complex structure. It specifically refers to data sets that are so large or com-
plex that traditional data processing applications are not sufficient. Big data is
compared to a double-edged sword. Because of Big Data, people are not easy
to be “forgotten” as one of the fundamental policy stated in the GDPR regula-
tions ⇤. However, taking the advantages of Big Data, it can help businesses and
organizations to improve internal decision making power and can create new op-
portunities through data analysis [59]. It can also solve big problems of society
like in healthcare (e.g., disease forecasts [40], quantifying mental healths [17]).
It can also help to promote the scientific research and economy [59]. Despite the
benefits we can achieve from using big data to understand the world in various
aspects of human endeavors, it faces many risks regarding privacy such as the
incidents of Cambridge Analytical †, AOL search data leak ‡, or Netflix Prize
Contest §. Therefore, to balance the trade-off of both data privacy and the
benefit of Big Data, many studies are focusing on this direction to address this
new challenge [19, 26, 93, 91, 94]. To name a few, in order to ensure big data
privacy, various mechanisms have been developed in recent years including K-

⇤gdpr.eu/right-to-be-forgotten/
†
en.wikipedia.org/wiki/Facebook%E2%80%93Cambridge_Analytica_data_scandal

‡
en.wikipedia.org/wiki/AOL_search_data_leak

§
en.wikipedia.org/wiki/Netflix_Prize
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Figure 2.1: The properties of big data are reflected by 5V’s, which are veracity,
validity, value, variability, venue, vocabulary, and vagueness [87].

Anonymity [79], L-diversity [56], t-Closeness [55], and differential privacy [19,
26]. In general, these mechanisms can be grouped based on the stages of big
data life cycle [59], i.e., data generation, storage, and processing.

1. Data Generation: Data can be generated from various distributed
sources [59]. Privacy research topics in relation to this process are access
restriction [100] and falsifying data [100].

2. Data Storage: storing big data securely is very challenging since it
involves many parties during the process (e.g., data provider, data ware-
house manager). Therefore, we need to ensure that the stored data are
protected against threats such as direct attack to data centers, miscon-
duct of the direct data manager etc. Among conventional mechanisms
to protect data security [13] and privacy [82], one promising technology
to address these requirements is storage virtualization, enabled by the
emerging cloud computing paradigm [60].

3. Data Processing: it refers to any processes running on data including
data transformation, data analysis, data sharing, etc. Since privacy re-
garding the data processing part is the main topic of this thesis, they
were being reviewed in detail in the subsection 1.3.

2.1.1 Privacy-aware Data Federation
In order to analyze harmonized data across different sources, there are three
general approaches: pooled data analysis, summary data meta-analysis, and
federated data analysis [39]. The first two approaches, pooling individual-level
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data in a central location and meta-analyzing summary data from participating
studies, are commonly used in multi-center research projects. However, these
two approaches require data to be transferred to central servers which is the
main risk of privacy leakage. The third approach is the focus of my PhD stud-
ies, which co-analyzes harmonized data across multiple sources by performing
federated analysis of geographically-dispersed datasets.

Data federation, a form of data virtualization, is a process whereby data
is collected from distinct databases without ever copying or transferring the
original data itself †. Data federation creates a single repository that does not
contain the data itself, rather its metadata. A widely mentioned technology
is data integration, where the data could be copied from each individual data
sources. Therefore data integration contains data federation.

2.1.2 Privacy-aware Data Sharing

The purpose of privacy-aware data sharing is to avoid privacy leakage after
publishing data for third parties. On the one hand, it must hide information
about data subjects. On the other hand, for the released data to be useful, it
should be possible to learn something significant. Several research areas are
related to this problem. Each makes different assumptions and has different
constraints. In most cases, it involves research in micro-data anonymization
since this type of data contains much identifiable personal information. This
area focuses on efficiently and effectively anonymizing data in a very small
(micro) dataset by altering the content of the dataset to make it impossible
to identify a specific individual in the dataset. K-anonymity [79] was one
of the most popular methods and various different algorithms implement this
technique such as [85, 56]. Some anonymization algorithms perform well on any
given micro-dataset regardless of the content or use of that micro-dataset. The
techniques use generalization and suppression [85]. Some studies (e.g., LeFevre
et al. [53]) propose algorithms that support the generation of anonymous views
based on a specific work-load focus. The others (e.g., Xiong [98]) proposed
a top-down priority scheme for anonymization; this allows a priority to be
assigned to some set of Quasi-Identifiers to minimize the perturbation on those
specific fields. Bhumiratana and Bishop [9] proposed a different method, which
they called an “orthogonal approach” to these two directions. They proposed a
framework to balance privacy and data utility. It provides a formal, automatic
communication between a data collector and a data user to negotiate on what
level should they agree on privacy protection while maintaining good data
utility. It is really a huge amount of work in data anonymization that this
thesis cannot cover all of them. However, it is worth to mention that, micro-
data is not only the sensitive data (e.g., user text data) because in the big
data era, data can be linked to many side datasets that make anonymization
methods be vulnerable to privacy leakages.

†
https://en.wikipedia.org/wiki/Federated_database_system
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Figure 2.2: Overview of our safe-to-share embedding model that can be used
to facilitate research on sensitive data with privacy-guarantee.

Figure 2.3: An example of privacy-guarantee histogram (the red line) in Paper
I [93].

With the recent advancements in Deep Learning, privacy-aware data shar-
ing now can be much more different. Since deep learning is about learning
representations, it can be used for data publishing by sharing the data repre-
sentations instead of the raw data. Figure 2.2 shows a high-level overview of
data sharing with privacy-guarantee in the Paper IV.

2.1.3 Privacy-aware Data Analysis

Data analysis is a process of inspecting, cleansing, transforming and modeling
data with the goal of discovering useful information, informing conclusions
and supporting decision-making. The target of privacy-aware data analysis
is to protect privacy of individuals in the analyzed data. It means that any
analytic results from the process cannot be used to re-identify any individuals
from the data. Figure 2.3 presents an example showing the difference between
privacy-guarantee histogram versus raw histogram. While the main trend of
the statistic is the same, the privacy-guarantee histogram protects the chance
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to re-identify any individual in the result. Naturally, you might have this
question in your head: “A histogram only shows statistics of a population, how
come can it reveal privacy breaches?”. However, that is not always the case.
If it happens to show only one person in the category “<21” (less than 21
years old), and by side information, an adversary knows that there is only one
boy in the dataset is less than 21 years old. Then the information that the
adversary knows about an individual before and after seeing the histogram is
different. This means, according to the privacy definition of [19], the histogram
causes a privacy breach of an individual (i.e., the boy). To avoid this situation,
a privacy-guaranteed histogram is already considered the most sensitive case
(e.g., only one individual in a category), then it will add noise to the histogram
to mask the chance to re-identify any other information.

According to Dwork [19], there are two natural models for privacy mecha-
nisms in data analysis: interactive and non-interactive. In the non-interactive
setting the data collector, a trusted entity, publishes a “sanitized” version of
the collected data; the literature uses terms such as “anonymization” and “de-
identification”. Traditionally, sanitization employs techniques such as data per-
turbation and sub-sampling, as well as re-moving well-known identifiers such
as names, birth dates, and social security numbers. It may also include re-
leasing various types of synopses and statistics. In the interactive setting the
data collector, again trusted, provides an interface through which users may
pose queries about the data, and get (possibly noisy) answers. For the non-
interactive setting, it might be easier to protect privacy since all queries are
given in advanced and there is time for calculating privacy-guarantee results.
However, this setting is very time consuming for both data processor (i.e., the
party has the control over data) and researchers, who want to analyze the data.
Therefore, the second one - i.e, interactive setting, is more favored but it is more
challenging. Because the analytic process is interactive, it is difficult to prevent
an adversary from running inferences based on outputs to find internal settings
(e.g., amount of noise) of the system. From knowing the internal settings, the
adversary can reverse the noisy outputs to get the original results.

2.2 Challenges
This part discusses challenges in protecting privacy for heterogeneous and
distributed data and also how to effectively scale the federated system with
privacy-guarantee is a big research topic.

2.2.1 Heterogeneous and Distributed Data

As the volume of data is increasing and more open data is promoted, it is
extremely difficult to predict the potential risk for individual privacy leakage.
Also, there are various different types of data (e.g., text, speech, video, network
etc.) located differently in many locations, therefore, effectively protect privacy
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of individuals is a big challenge. Here we list some main challenges regarding
privacy for heterogeneous and distributed data:

• Privacy-aware for edge computing: to avoid latency between a user
action and a server response, many service providers have deployed edge
computing to distribute jobs to edge nodes. Thanks to this architecture,
it reduces the computation pressure of the data center. As a result,
user data now is distributed in many edge nodes. However, some edge
nodes with poor security preserving may become the fuse of the intruder’s
malicious attack [23].

• Privacy-aware for learning representations: because of heteroge-
neous and distributed data, it is a big challenge to effectively learn a
good representation for a given user data. For example, user A has text
data distributed at a data center D1, image data at D2, audio data at D3.
And due to privacy issues, for any user representation coming out from a
data center, it has to be a privacy-guarantee representation. Due to this
reason, it is a big challenge to compute a single representation for user A
given noisy representations from different data centers D1, D2, D3.

• Privacy-aware for federated learning: similarly to the above chal-
lenge, in federated learning [57], there is a local model stays at the same
location to learn from user data. However, because the data located in
each location is incomplete, the model has a very little information to
contribute to the global model for improving at some tasks at user level
(e.g., user profiling task for recommendation). Thus, how to effectively
monitor the noise in federated learning so that when they are being ag-
gregated with each other at the global model, information from the same
user can be aggregated with less noise. At that point, the aggregated in-
formation at the global model will be more valuable to be used for other
tasks (e..g, recommendation).

2.2.2 Scalability Problems
Given the fact that federated system allows data to be located differently in
many locations, however, how to perform high-performance data analysis on
Big Data is a big question. In Paper II [90] we already proposed to use
Elastic Search system to perform high performance data analytics. However,
the Indexing system was not federated since it requires more work to federate
all indexing systems in different locations and aggregate analytic results across
all indexing systems. In future work, we also plan to address this issue to fulfill
the requirement of high-performance data analysis.
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Chapter 3

Privacy-Aware Machine
Learning

In this chapter we talk briefly about Machine Learning, from which, we address
related problems in learning privacy-guarantee representations for UGC (i.e.,
the representation of Big Data).

3.1 A Brief Introduction to Machine Learning
Machine Learning itself is a big topic and this thesis cannot go too much in
details. However, we want to gently go over some of main ideas in Machine
Learning that lead to privacy issues.

What is Machine Learning? The goal of machine learning is to develop
methods that can automatically detect patterns in data, and then to use the
uncovered patterns to predict future data or other outcomes of interest. There
is no formal definition of machine learning, however, the most widely used
definition is that of CMU † Professor Tom Mitchell [64]:

“A computer program is said to learn from experience E, with re-
spect to some class of tasks T and performance measure P if its
performance at tasks in T as measured by P improves with experi-
ence E.”

Intuitively, the definition means that a computer program can learn to
improve performance measured by P at some tasks T through experience E.
For example, if we say, Pepper - a robot, has the ability to learn how to clean
a house. Then we need to show that Pepper can perform a task t ⇢ T (i.e.,
clean the house) by exploring all corners in the house after some times (i.e.,
experience E). If the performance P in this task is the cleaning time, then

†Carnegie Mellon University
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Figure 3.1: Four popular types of Machine Learning paradigms.

pi+1 has to be smaller than pi, where {pi, pi+1} ⇢ P are the cleaning time of
Pepper at experience {ei, ei+1} ⇢ E, respectively. In other words, Pepper
learned how to clean the house more efficient after some experiences. From the
definition and the example, we understand that a machine learning model has
to improve its performance through experiences. There are different learning
paradigms in ML and among them, there are four basic paradigms shown in
Figure 3.1 are briefly summarized as follows:

1. Unsupervised learning models: experience a dataset containing many
features, then learn useful properties of the structure of this dataset.
In the context of deep learning, which is the subset of ML, we usually
want to learn the entire probability distribution that generated a dataset.
Some other unsupervised learning algorithms perform other roles, like
clustering, which consists of dividing the dataset into clusters of similar
examples.

2. Supervised learning models: experience a dataset containing features,
but each example is also associated with a label or target. For example,
we can teach Pepper to differentiate between obstacles and empty space
inside a house by training point-and-shoot cameras to classify millions of
images labeled with 0 (for empty space) and 1 (obstacles). Based on the
trained models, at the deployment phase, Pepper will be able to avoid
obstacles by classifying surrounding images.

3. Semi-supervised learning models: combine from both supervised and
unsupervised models to perform better than a singular paradigm at spe-
cific tasks. Semi-supervised learning may refer to either transductive
learning or inductive learning [103].

4. Reinforcement learning models: interact with an environment, so
there is a feedback loop between the learning system and its experiences.
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Figure 3.2: A Venn diagram showing how deep learning is a kind of represen-
tation learning by Goodfellow et al. [32].

This line of algorithms are not the focus of this thesis, therefore, please
see Sutton and Barto [84] for information.

Based on these paradigms, we will discover how privacy is related to each
of them. In general, for supervised and unsupervised paradigms, the training
experience E is normally given through a training data (or a training environ-
ment for reinforcement learning), which can be used interactively to improve the
performance P on some task T . And normally, training data is collected from
human generated data (e.g., news articles, Youtube’s videos, Tweets etc.), they
might contain sensitive information. Because of this characteristic, machine
learning models might reveal sensitive information of individuals in training
data.

Deep Learning (DL): is a specific kind of machine learning that is achiev-
ing many successes recently. Figure 3.2 shows how DL and ML are correlated,
in which, DL is a subset of machine learning and focuses more on represen-
tation learning - the key factor that leads to recent advancements in Deep
Learning [35, 36].

3.2 Privacy-Aware in Machine Learning
From the traditional machine learning point of views, most of machine learning
models will need to learn from a training data generated by human. Therefore,
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many researchers have been working on improving existing machine learning
models to protect privacy of individuals containing in training data. Table 3.1
shows list of traditional algorithms which already have privacy-aware models.

Table 3.1: List of differentially private models. ⇤ denotes that DL was separated
into a different paradigm since its architecture is flexible and can be used to
train supervised or unsupervised models.

Paradigm # Privacy-aware models

Supervised

1 DP-Naive Bayes [88]
2 DP-Linear Regression [101]
3 DP-Linear SVM [95]
4 DP-Logistic Regression [99]
5 DP-Kernel SVM [77]
6 DP-Decision Tree Learning [30]
7 DP-Online Convex Programming [41]
8 DP-K-nearest neighbours (KNN) [33]

Unsupervised
9 DP-K-means [71]
10 DP-Feature Selection [89]
11 DP-Principle Component Analysis (PCA) [34, 45]

Deep Learning⇤

12 DP-Differential Private Stochastic Gradient De-
scent(dpSGD) [2]

13 DP-Convolutional Neural Network with differential
privacy [50]

14 DP-recurrent language models [57]
15 DP-Word2Vec (dpUGC) [94]
16 Private Aggregation of Teacher Ensembles

(PATE) [72]
16 And many others [75, 29, 1, 97, 70, 102, 76]

Differential privacy in Machine Learning
As in Chapter I, subsection 1.3 mentioned, differential privacy is the currently
state-of-the-art approach to protect privacy for data analysis, data sharing,
or machine learning models. Therefore, we now discuss more in detail how
DP can protect privacy in training machine learning models, hereafter called
DP-Models.

To address the challenge of revealing information about an individual in
the training data, differential privacy [19, 26, 52, 51] essentially hides any
individual by ensuring that the resulting model is nearly indistinguishable from
the one without that individual. Differential privacy provides a strong guaran-
tee of privacy even when the adversary has arbitrary external knowledge. The
basic idea is to add enough noise to the outcome (e.g., the model resulting from
training) to hide the contribution of any single individual to that outcome. Let
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D be a collection of data records, and one record corresponds to an individual.
A mechanism M : D ! Rd is a randomized function mapping database D to a
probability distribution over some range. M is said to be differentially private
if adding or removing a single data record in D only affects the probability
of any outcome within a small multiplicative factor. The formal definition of
(✏, �) differential privacy is:

Definition 1. [(✏-�)-differential privacy] A randomized mechanism M is
(✏, �)-differential privacy where ✏ � 0, � � 0, if for all data records in D and
D

0 differing on at most one record, and 8S ✓ Range(M):

Pr [M(D) 2 S]  e
✏ ⇥ Pr [M(D0) 2 S] + �

The values of (✏, �) here are called privacy-budget. They control the level
of the privacy, i.e., smaller values of (✏, �) guarantee better privacy but lower
data utility. Since the introduction of differential privacy, there have been many
other privacy-guarantee algorithms invented to fulfill the definition as shown
in Table 3.1.

How differential privacy is applied in ML? the short answer to this
question is to inject noise to the learning models following the distribution of the
privacy-guarantee mechanisms (e.g., laplace mechanism [25]). It sounds easy
to introduce noise into the machine learning models, however, how to control
the amount of noise as well as how to control the noise will severely affect the
learning models. For instance, if one simply injects noise into the resultant
pre-trained models (e.g., word embedding models), the pre-trained models will
no longer posses any useful information (e.g., the similarity between words in
the model), therefore, will completely destroy the data utility. Phan et al. [75]
introduced adaptive laplace noise to “smartly” distribute the noise to different
features from which, their models can achieve both privacy and good data
utility. Intuitively, most research in privacy-preservation ML models will try
to use the same (or even less) level of noise but achieve better performance on
some tasks in comparison to other models.

Privacy-Aware in Deep Learning
Deep learning is a kind of representation learning [32]. Therefore, it is not
surprising when many researchers are trying to guarantee privacy for DL models
since they are being applied in many sensitive tasks such as face recognition [49],
genome prediction [8]. In this part, we mainly discuss on how differential
privacy is added to deep learning models in order to achieve privacy-guarantee
representations.

Loss function. (or Loss shortly) is one of the main terminologies using
in deep learning to measure the penalty for mismatching between predicted
outputs and the ground-truth outputs in the training data [1]. The loss L(✓)
on parameters ✓ is the average of the loss over training example {x1, . . . , xN}
of a dataset D, so L(✓) = 1

N
⌃N

i=1L(✓, xi). The training process is actually
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a process of optimizing the set of parameters ✓ to find the acceptable small
loss, that hopefully can reach an exact global minimum. From this loss, in
the following parts, we will discuss in details how it can be hooked to provide
privacy-guarantee DL models.

How to achieve DP-Models in deep learning? There have been dif-
ferent ways to provide privacy-guarantee DL models. Here we list two major
approaches for training DP-Models in deep learning as follows:

1. Abadi et al. [1]: introduced DP-SGD (differential privacy for stochastic
gradient descent (SGD)) - one of the main building block for achieving
differential privacy in deep learning. In DP-SGD, constructed noise, that
satisfied the definition of differential privacy [19], is injected to DL models
during the optimization process:

M(D) = ⌃i2BÕ(f(xi)) +N (0, S2
f
· �2)

where Õ(f(xi)) denotes the gradients clipped with a constant C > 0 for
a minibatch B ⇢ N . N (0, S2

f
· �2) is the noise from the Gaussian noise

mechanism [25] to function f of sensitivity Sf with mean 0 and noise
scale �.

2. PATE (Private Aggregation of Teacher Ensembles): introduced by Pa-
pernot et al. [72], in which they used multiple teachers to learn represen-
tations from sensitive data. Afterwards, the representations are shared
differentially private to student models. Then the student models can use
the DP-representations to improve tasks in public data. Following this
mechanism, private data can be used to improve tasks in public data.

There are different directions to achieve privacy guarantee in training deep
learning as well, however, most likely, they will follow the four different ways
of injecting noise as shown in Figure 1.2.

3.3 Evaluation Problems of DP-Models
Following the problem of heterogeneous data, evaluating the effectiveness of
privacy-guarantee algorithms is not trivial. The naive way to evaluate any
privacy-guarantee models is to compare the performance between privacy-
guarantee (DP) and non privacy-guarantee (Non-DP) models. The naive eval-
uation approach only works for well-established problems with well-established
evaluation metrics, such as precision, recall, F1, accuracy (for classification),
mean-average-error (for regression), and the like. However, for some learning
tasks such as learning representations (e.g., Word2Vec [61], Elmo [74], Bert [22],
Caffe [44]), there are no specific evaluation metrics for these models since they
are pre-trained models that can be used for other down-stream tasks. Thus,
there is no standard way to evaluate and compare between DP and Non-DP
representations. Some works tried to compare the performances by using the
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pre-trained models on down-stream tasks, then using the performances of the
down-stream tasks to compare them [92, 75]. This is one way to show the
difference in performances between DP and Non-DP algorithms, however, it is
not a direct strategy to evaluate the models. We actually expect to have some
evaluation metrics that directly evaluate the representation space inside those
pre-trained models, from which, we know what models are performed better
than others. In Paper I [93] and Paper IV [94], we showed different ways to
evaluate performance of DP and Non-DP algorithms, however, they are pre-
liminary works toward this direction. Thus, much work needs to be done to
address this problem.
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Chapter 4

Summary of Contributions

This chapter shows an overview of the thesis contribution by giving a summary
of equipped research articles. First and foremost, it is important to show what
are my contributions to each paper in Table 4.1. The list only shows that I
contributed to the big part of each paper, however, it is never one-man’s work.

Table 4.1: List of my contributions on each paper equipped in this thesis.
Paper My contributions
Paper I [93] - (1) Formulated research questions and solutions; (2) im-

plemented the whole framework; (3) run experiments and
evaluations; (4) wrote-up the paper together with other
co-authors.

Paper II [90] - (1) Formulated research questions and solutions; (2) im-
plemented more than 60% of the whole framework; (3)
investigated into case-studies to show in the paper; (4)
wrote-up the paper together with other co-authors.

Paper III [92] - (1) Formulated research questions and solutions; (2) im-
plemented the neural network models; (3) run experiments
and evaluations; (4) wrote-up the paper together with
other co-authors.

Paper IV [94] - (1) Formulated research questions and solutions; (2) im-
plemented the neural network models; (3) run experiments
and evaluations; (4) wrote-up the paper together with
other co-authors.

Paper V [91] - (1) Formulated research questions and solutions; (2) im-
plemented the neural network models and run related ex-
periments & evaluations; (3) wrote-up the paper together
with other co-authors.

In the following sections, each paper is summarily described with reference
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to the research objectives in Section 1.2 in Chapter 1. Lili Jiang acted as the
main supervisor and Erik Elmroth had the role of the second supervisor. Thus,
in most papers, advisers had advisory roles that include discussions about prob-
lem formulation, methodologies, experiments, evaluations, and how to present
results. They also provided valuable feedback and suggestions during the writ-
ing process of all papers as well as this thesis.

4.1 Paper I † & II ††

The existing infrastructures have many limitations of addressing privacy-guarantee
methods on data analysis of federated databases. Some systems (e.g., PINQ [58],
GUPT [66] provide the way to control user queries to satisfy differential privacy
definition. However, they are more about a library that can be used by other
system developers to integrate into their system, not for random researchers
who want to access register data and have privacy-guarantee research results.
Therefore, our proposed frameworks (called KaPPA [93] and INFRA [90]) ful-
fill this requirement by providing unified open-access frameworks that let re-
searchers can flexibly discover register datasets and run data analysis within
the frameworks.

KaPPA. Data-sharing is a good and fastest way to facilitate cross-disciplinary
studies, to have larger sample sizes. It reduces the effort of making new data
for many problems and makes optimal use of available data. However, sharing
personal data between research parties raise a big problem in terms of privacy
and data’s confidentiality. To this end, we introduce KaPPA as a solution to
the data-sharing and data analysis problem. Using KaPPA, the raw data will
never leave the original data holder infrastructure and it is easier to control the
use of the data and protect data-privacy for data analysis.

Cross-disciplinary studies have been conducted with the need for integrating
these personal data from multiple sources. This data integration, however,
dramatically increases the risk of privacy leakage [93]. Therefore, KaPPA was
introduced to protect privacy of personal data using differential privacy for
interactive privacy-preserving data analysis. Table 4.2 compares the differences
between the traditional process in research on register data versus the process
using KaPPA and INFRA, which is another proposed system of this thesis.

INFRA. Different from KaPPA that can focus on answering analytic queries
in a form of privacy-guarantee histogram, INFRA [90] allows researchers to ana-
lyze register data in many different ways. In the paper II, using INFRA system,
researchers can run data mining algorithms (e.g., association rule mining [3]) to
find hidden patterns between multiple variables, from which, they narrow down

†
Personality-Based Knowledge Extraction for Privacy-preserving Data Anal-

ysis, Xuan-Son Vu, Lili Jiang and Anders Brändström and Erik Elmroth, ACM, Proceedings
of the Knowledge Capture Conference (K-CAP), 2017.

††
Graph-based Interactive Data Federation System for Heterogeneous Data

Retrieval and Analytics, Xuan-Son Vu, Addi Ait-Mlouk, Erik Elmroth, Lili Jiang, ACM,
Proceeding of WWW’19 - The World Wide Web Conference, 2019.
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Table 4.2: Procedure to research on sensitive data in a comparison between
regular research process (i.e., * refers to [4]) and our proposed frameworks
(i.e., ** refers to [93, 90]).

the interested variables to dig deeper for their research. Similar to KaPPA, the
INFRA system is an open-access system and it does not require any special
application procedure such as [4] for analyzing register data since all analytic
processes are being done within the system, and no raw information will be
shown to the researchers.

4.2 Paper III†

Paper III works on objective RO2a to solve privacy protection on any random
datasets that were collected before and had no way to trace back to the data
subjects. Thus, the main goal of this paper is to present a self-adaptive ap-
proach for privacy concern detection, which automatically detects the privacy
need of individuals based on personality information extracted from their UGC
data. In this way, we provide trade-off of sufficient privacy protection and data
utility. The main contributions of this paper include:

• Introducing a neural network model that can learn and automatically
predict the privacy-concern degree of individuals based on their person-
alities.

• Evaluating the effectiveness of personality based privacy-guarantee through
extensive experimental studies on a real UGC dataset.

• Solving an imbalanced data distribution issue in privacy-concern detec-
tion raised by Vu et al. [93] using an over-sampling approach.

†
Self-adaptive Privacy Concern Detection for User-generated Content, Xuan-

Son Vu, Lili Jiang, Proceedings of the 19th International Conference on Computational Lin-
guistics and Intelligent Text Processing (CICLing), 2018.
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4.3 Paper IV †

Paper IV targets objective RO2b and RO2c since it introduces differential
privacy algorithms for text data sharing. In this paper, we propose to use word
embedding to share text distribution from a sensitive text corpus to facilitate
similar tasks in public data. Word embedding, also known as word represen-
tation, represents a word as a vector capturing both syntactic and semantic
information, so that the words with similar meanings should have similar vec-
tors [54]. This representation has two important advantages: efficient repre-
sentation due to dimensionality reduction, and semantic contextual similarity
due to a more expressive representation.

Thanks for these advantages, word embedding is widely used to learn text
representation for text analysis tasks. Some commonly used word embedding
models include Word2Vec [61], GloVe [73], and FastText [12] and successfully
applied in a variety of tasks like parsing [5], topic modeling [7]. However,
since word embedding models preserve pretty much semantic relations between
words, the shared pre-trained models may lead to privacy breaches especially
when they were trained from UGC data such as tweets and Facebook posts.
For instance, user first name (e.g., “John”), last name (“Smith”) and disease
(e.g., “prostatitis”) may be represented as similar vectors in word embedding
model. Even user real name is absent from the pre-trained models, other avail-
able information such as username, address, city name, occupation, could be
represented with similar vectors, with/without auxiliary data, leading to re-
identification risk to discover the individual to which the data belongs to, by
using some approaches like author identification [67], age and gender predic-
tion [28]. One might argue that the sensitive information likes user, password
should not be leaked out and should have been removed from the embedding
model. However, the purpose of learning from sensitive data is to learn the
model without privacy leakage for facilitating research on sensitive data. To
protect privacy, we statistically guarantee the chance to re-identify individ-
uals by using output from the pre-trained models. Thanks to that, further
research on the sensitive data at large scale can be possible such as “what
is the common patterns between users when they configure their passwords?"
(to analyze security risks) or “what diseases are normally unspeakable but get
shared online?" (to analyze user behaviours on social networks).

As discussed above, it is critical to protecting privacy when learning em-
bedding model for UGC data sharing. To address the challenge of revealing
information about an individual in the training data, this paper proposed to
use differential privacy [19] in a neural network architecture to learn privacy-
guarantee word embedding models.

†
dpUGC: Learn Differentially Private Representation for User Generated

Contents, Xuan-Son Vu, Son N. Tran, Lili Jiang, Proceedings of the 20th International
Conference on Computational Linguistics and Intelligent Text Processing (CICLing), 2019.
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4.4 Paper V †

Paper V targets RO2c, i.e., collaboratively apply the privacy-aware data fed-
eration solution on social network for social network analysis. The approach
used in this paper, termed MultiLayer Network (MLN) analysis with decou-
pling, is in its early stages and being researched actively. The MLN approach
does not change the analysis, except how datasets are modeled and analyzed.
It has been receiving a lot of attention in the last decade due to its advantages:
i) allows modeling of a complex dataset using a set of user-definable simple,
single graphs termed layers) , ii) allows the same analysis as the traditional
approach on this model without loss of accuracy, iii) is amenable to parallelism
(for scalability) and has been shown to be better in storage requirements and
efficiency. There are other advantages as well [80, 47]. This paper is the first
one, to the best of our knowledge, to apply this approach for the analysis of
one of the largest/densest real-world social network data collection, although it
has been used in several experimental studies on smaller/sparser datasets [14,
11].

The contributions of this Paper V include: (1) using a novel, emerging
MLN approach for flexible analysis of a large complex real-world dataset (e.g.,
to understand how privacy-concerns vary in different age groups), (2) establish-
ing its modeling benefits, flexibility of analysis, and efficiency of computation,
(3) integrating content analysis seamlessly with structural network analysis,
and (4) extensive analysis and result validation for the social network work
datasets.

4.5 Future Work
The presented studies in this thesis are possible to be extended in many direc-
tions. First, the federated infrastructure designs are limited to some in-of-the-
box features. At the current state, they can support much different analysis,
however, they do not support any analytic programming languages such as R
or Python. Thus, this extension might be very valuable for researchers. Sec-
ondly, to the privacy-guarantee algorithms, as mentioned before in previous
sections, it is not straightforward to evaluate the performance of DP versus
Non-DP algorithms. Therefore, more works in this direction have to be done
to find good evaluation metrics for relevant problems. Lastly, in the near fu-
ture, we are targeting to explore different privacy-guarantee mechanisms to
support privacy-guarantee data sharing tasks since this line of tasks are very
important to facilitate data sharing and hence, improve research performances
of other topics.

†
Generic Multilayer Network Data Analysis with the Fusion of Content and
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