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Abstract

Recent advances in Internet technologies have led to the proliferation of new distri-
buted applications in the transportation, healthcare, mining, security, and entertain-
ment sectors. The emerging applications have characteristics such as being bandwidth-
hungry, latency-critical, and applications with a user population contained within a
limited geographical area, and require high availability, low jitter and security.

One way of addressing the challenges arising because of these emerging applications,
is to move the computing capabilities closer to the end-users, at the logical edge of
a network, in order to improve the performance, operating cost, and reliability of ap-
plications and services. These distributed new resources and software stacks, situated
on the path between today’s centralized data centers and devices in close proximity
to the last mile network, are known as Mobile Edge Clouds (MECs). The distribu-
ted MECs provides new opportunities for the management of compute resources and
the allocation of applications to those resources in order to minimize the overall cost
of application deployment while satisfying end-user demands in terms of application
performance.

However, these opportunities also present three significant challenges. The first chal-
lenge is where and how much computing resources to deploy along the path between
today’s centralized data centers and devices for cost-optimal operations. The second
challenge is where and how much resources should be allocated to which applications
to meet the applications’ performance requirements while minimizing operational
costs. The third challenge is how to provide a framework for application deployment
on resource-constrained IoT devices in heterogeneous environments.

This thesis addresses the above challenges by proposing several models, algorithms,
and simulation and software frameworks. In the first part, we investigate methods for
early detection of short-lived and significant increase in demand for computing resour-
ces (also called spikes) which may cause significant degradation in the performance of
a distributed application. We make use of adaptive signal processing techniques for
early detection of spikes. We then consider trade-offs between parameters such as the
time taken to detect a spike and the number of false spikes that are detected. In the
second part, we study the resource planning problem where we study the cost benefits
of adding new compute resources based on performance requirements for emerging
applications. In the third part, we study the problem of allocating resources to appli-
cations by formulating as an optimization problem, where the objective is to minimize
overall operational cost while meeting the performance targets of applications. We also
propose a hierarchical scheduling framework and policies for allocating resources to ap-
plications based on performance metrics of both applications and compute resources.
In the last part, we propose a framework, Calvin Constrained, for resource-constrained
devices, which is an extension of the Calvin reference framework and supports a limi-
ted but essential subset of the features of the reference framework taking into account
the limited memory and processing power of the resource-constrained IoT devices.





Sammanfattning

Dagens utveckling av olika Internetteknologier har gett upphov till nya typer av dis-
tribuerade applikationer inom omr̊aden som transport, hälso- och sjukv̊ard, gruv-
drift, säkerhet och underh̊allning. N̊agra exempel är självkörande fordon, augmente-
rad verklighet, smarta hem och städer samt videoövervakning och sakernas Internet.
Dessa typer av applikationer ger upphov till enorma mängder data. De kan även
användas nästan uteslutande i vissa lokala omr̊aden, ställa höga krav p̊a tillgänglighet
och säkerhet samt kräva mycket bandbredd, l̊ag latens och minimalt med jitter.
En ansats att möta dessa krav är att flytta beräkningskapacitet fr̊an centralisera-
de datacenter till yttersta kanten av nätverket. Detta paradigm med decentralisera-
de beräkningsresurser som komplement till dagens datacenter benämns Mobile Edge
Clouds (MECs). Denna distribuerade infrastruktur ger möjligheter till holistisk han-
tering av resurser och applikationer för att uppfylla applikationers prestandakrav och
samtidigt minimera infrastrukturkostnaden, men ger även upphov till en rad utma-
ningar. Den första utmaningen är hur mycket beräkningskapacitet som ska placeras
i nätverket mellan datacentren och slutanvändarna för att f̊a kostnadsoptimal drift,
och var denna kapacitet ska placeras. Den andra, relaterade, fr̊ageställningen är var
och hur mycket kapacitet som ska allokeras till varje applikation, och var, för att
tillgodose prestandakrav och minimera kostnader. Den tredje utmaningen är hur ett
ramverk kan designas för att möjliggöra en standardiserad utvecklingsprocess för re-
sursbegränsade applikationer som kommer att köras i heterogena miljöer.

Denna avhandling adresserar dessa utmaningar genom att introducera modeller, al-
goritmer och ramverk. I första delen undersöks metoder för tidig detektion av plötsliga
förändringar i belastningsmönster (antal anrop till applikationen), s̊a kallade spikar,
vilka kan ge upphov till försämrad prestanda för en distribuerad applikation. Adap-
tiva metoder för signalbehandling utvärderas efter vissa kriterier, s̊asom hur tidigt
en spik upptäcks och hur ofta metoderna felaktigt detekterar spikar. I den andra de-
len studeras resursplaneringsproblemet genom att utvärdera fördelar och kostnader
med installation av ytterligare beräkningskapacitet i MECs. Utvärderingen baseras
p̊a krav och parametrar för tänkbara framtida distribuerade applikationer och i kon-
text av en optimal algoritm för allokering av resurser till applikationer. I tredje delen
undersökts resursallokering för applikationer, vilket formuleras som ett optimerings-
problem där m̊alet är att minera totala driftkostnaden och samtidigt uppfylla alla
prestandakrav. En hierarkisk schedulingsmetod baserad p̊a applikationers prestan-
dam̊att introduceras och utvärderas med hjälp av simuleringar. I sista delen föresl̊as
en utökning Calvin-systemet i form av ett reducerat ramverk med vissa nyckelfunk-
tioner för att kunna köra Calvin-applikationer p̊a system med begränsat minne och
beräkningskraft, vilka är vanliga förekommande i MECs.
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Introduction





1 Introduction

1.1 Background and Research Motivation

Recent advances in the cost, performance, and energy efficiency of IoT devices, net-
work technologies (such as 5G), and distributed computing architectures have led to
the explosive growth of the Internet and mobile connectivity, in turn leading to new
distributed applications in areas such as transportation, healthcare, mining, enter-
tainment, and security, such as automated vehicles, augmented reality, cloud robotics,
smart homes and cities, video surveillance and streaming, and Internet of Things (IoT)
applications. This has led to an unprecedented growth in data as well as increasing the
importance of latency and regulation in handling and managing data [1, 2]. The new
distributed applications have characteristics which may be bandwidth-hungry (video
surveillance, video conferencing, traffic monitoring), latency-critical (automated vehi-
cles, robotic surgery, safety), and may cause spikes in activity at particular places or
times (sporting events). Applications may also require high availability, low jitter and
security.

Large-scale deployment of Internet of Things (IoTs) and Industrial Internet of
Things (IIoTs) devices is expected to play a big role in the development of smart
cities, which will generate large volumes of aggregated cellular data that may choke
the network. On the other hand, devices such as sensors on the power grid or on oil
pipelines may host latency-sensitive applications that will require low latency in order
to ensure that mission-critical data is transmitted and processed in a timely manner
so that potential damage to people, property and environment can be averted [1].
Online video games on consoles such Xbox Live, where reaction times are in millisec-
onds, have become very popular recently. Such games may be hosted on a distant
Data Center (DC), so the presence of latency and jitter could have a significant effect
on gamers’ experience and dramatically reduce their interest in the games.

Virtual Reality (VR), Augmented Reality (AR) and other state-of-the-art human-
computer interaction applications require low latency and rapid processing for com-
plex rendering algorithms as well as large volumes of data that may need to be trans-
fered between a user and a DC hosting the applications.

Autonomous Vehicles (AVs) are the new trend in the transportation industries as
their benefits include improved safety, enhanced efficiency and reduced manual labor
for millions of people. Such vehicles will require high-performance compute engines
to simulate hundreds of times every second all the cognitive functions that a human
performs while driving. It is impractical and prohibitively expensive to expect on-
board systems to perform all these functions [1]. However, offloading these functions
to a DC will also require low latency to ensure operational safety at an efficient speed
for the AVs.

There has been surge of live streaming applications, such as SnapChat, Facebook
live, YouTube live, due to the proliferation of High Definition (HD) video cameras on
smartphones. The volume of data created by these applications is creating significant
pressure on upstream cellular networks. Similarly, video surveillance applications will
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Figure 1: Round Trip Time (RTT) and number of hops for selected lambda
Amazon Web Services (AWS) endpoints [4] from Ume̊a University.

require high-performance compute resources to run Artificial Intelligence (AI) and
Machine Learning (ML) technologies in order to identify people and alert human
operators in real time. These applications may generate gigabytes or even terabytes
of data per second.

All in all, there is a need for a compute infrastructure that can begin to address
the challenges posed by these emerging applications. Currently, Centralized Data
Centers (CDCs) or cloud DCs can provide high-volume compute and storage resources.
They benefit from the statistical multiplexing of the applications’ compute resource
requirements as well as lower cost due to economies of scale [3], but are unable to
cope with the Quality of Service (QoS) requirements of many future Information
and Communications Technology (ICT) applications due to long-distance network
connectivity. Latency for a CDC could be at least 20-40 ms as shown in the Figure 1.
The average number of hops to reach a CDC could be as much as 30, and, the greater
the number of hops, the greater the probability of packet loss and network congestion.

Today’s telecom networks are not even expected to handle the enormous and rapidly
varying capacity demands that will arise in the near future. One of the challenges
associated with realizing the full potential of IoT and IIoT applications is how to
handle the network traffic between end-users and application-hosting nodes while
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Figure 2: Three stage traversal for a cloud based application traffic through
an ISP’s network.

minimizing the operating cost of the infrastructure and meeting the QoS requirements
of end-users, such as latency and/or throughput.

The traffic associated with ICT applications in the future may have to traverse three
different forms of (inter)network if they are hosted by a CDC, as shown in Figure 2.
The first stage – the last-mile – is the link between the end-user and the edge network
of an Internet Service Provider (ISP); that is, the point at which an ISP begins to route
user traffic to its intended destination. Congestion in the last-mile has been mitigated
by recent enhancements in bandwidth capabilities from new broadband and radio
access technologies, such as 5G. The second stage – the internal network – runs from
the edge network up to the point where the Internet Service Provider (ISP) hands
off the aggregated application traffic to various network points of another provider.
Congestion can occur in an ISP’s internal network when the aggregated demand
exceeds the network capacity at some point in the network. The third stage – the
Internet – is where off-premises or cloud DCs are situated. The ISP’s internal network
may not be able to meet the challenges of future, bandwidth-hungry, Internet-based
applications due to expensive backhauling and increasing wired network congestion [5].
Furthermore, the increased latency, due to the congested internal network, may cause
poor performance for the distributed applications [6].
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1.2 Research Problems and Objectives

One way to address the challenges presented by emerging IoT applications, is to
move the computations closer to end-users – that is, towards the ISP’s edge network
– in order to reduce transmission costs, decrease network latency and jitter, increase
reliability, and avoid network congestion. A key idea is to create a unified ICT infras-
tructure using existing large-scale distributed cloud infrastructures and augmenting
them with compute capacities at intermediary nodes, such as radio base stations at
the ISP’s edge network and inside its internal network. The unified infrastructure at
the network edge, called Mobile Edge Clouds (MECs), as shown in Figure 3, can host
applications closer to the end-users, thereby alleviating congestion problems and meet-
ing the performance expectations of end-users [7, 8, 9, 10]. Several different names for
similar concepts are used in the literature, such as Mobile Edge Networks [7], Mobile
Cloud Networks [11, 12], Mobile Edge computing [13, 14], Mobile Micro-Clouds [15],
Fog computing [16, 17, 18], Mobile cloud computing [19] and Telco-cloud [20].

In order to cope with the expected exponential growth in demand for compute
resources from emerging applications, MECs must address four main challenges: (1)
Understanding the resource demands of emerging applications, (2) Adding capacity
at the network edge optimally, (3) Keeping capacity optimized, (4) Handling the
heterogeneity of resources. The following problems are studied in this thesis:

• How to model the resource demands and QoS requirements of appli-
cations?

Understanding the resource demands and QoS requirements of applications, is
crucial when designing resource allocation algorithms capable of meeting the
demands of emerging MEC applications [8]. The relevant parameters of an ap-
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plication need to be modeled to understand the underlying system dynamics,
such as cost and performance dynamics [7]. Sensitivity analysis also needs to
be performed in order to identify and focus on the parameters that have a
significant impact on the algorithms’ results [7].

The resource demands of applications may vary over time in a predictable man-
ner, or they may experience spikes or bursts [21, 22]. These spikes need to be
detected as early as possible so that appropriate resources can be allocated and
thereby prevent application slowdown or failure [21]. These resource demand
models can also be used to generate test cases that can be used as inputs to
resource allocation algorithms for MECs [11].

• How to plan capacity and infrastructure for MECs?

Planning and building a new DC or adding capacity to a DC may take months
or years, so it is important to perform a cost analysis to understand which
applications will benefit by building or enhancing DCs between the end-users
and the CDC. Operational and capital costs for a DC need to be considered,
as they vary with the capacity of the DC due to economies of scale [3]. The
trade-off between cheap compute cost but higher bandwidth cost at distant
DCs and expensive compute cost but lower bandwidth cost at an MEC leads to
an essential question: Where should an MEC be located and how much compute
capacity does it need to be provided with?

• How to optimally allocate resources to applications in MECs?

The main factors that affect the resource allocation problem are: sensitivity of
applications’ request with respect to resource types, space and time variation in
their demand for resources, QoS requirements, and the capabilities of the avail-
able compute resources. For example, an application’s requests (for resources)
may be modeled by various parameters, such as arrival rate, service time and
data size, and each of these parameters may be modeled using a random variable
from an appropriate distribution. Similarly, the location of an end-user running
an application may be modeled by a suitable probability distribution [11].

The performance of applications may have to satisfy Key Performance Indicators
(KPIs) specified by the end-users. For example, some applications may require
that the average Round Trip Time (RTT) is below a certain threshold [11],
whereas others may impose requirements on tail latency [8, 9]. Tail latency
is defined to be the percentage of requests that can meet the desired latency
requirement in a given time period. Also some applications can have higher
priority level than others, where the priority can be defined in terms of their
KPIs [8].

The problem, then, is how to allocate resources to such applications in order
to minimize operational monetary cost for MECs while meeting applications’
KPIs [8, 9, 11]. In the literature, this resource allocation problem is also called
an application placement problem [23] or a resource provisioning problem [24].
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• How to handle the heterogeneity of resource-constrained IoT devices
in the MECs?

MECs will host applications from a wide range of resource-constrained devices,
making it complex to migrate or port applications from resource-constrained
devices to the cloud and vice-versa. There is a need for a framework that can
provide an abstraction of these heterogeneous, resource-constrained devices in
order to allow for seamless development, deployment, and management of ap-
plications [25]. The framework should provide an environment for homogeneous
application development in such heterogeneous environments. The framework
should also make it easy to offload part of an application either to the MECs or
to the CDC to meet the application’s requirements. The framework should also
support simple development, deployment and management tools, to facilitate
the life-cycle management of applications.

1.3 Research Methodology

The work described in this thesis has mainly been developed using the constructive re-
search (CR) methodology [26, 27]. This methodology is used to solve domain-specific,
practical problems while producing a theoretical contribution of academic value. The
solutions – the “constructs” of the methodology – can be algorithms, models, theory,
software or frameworks. The research process involves the following steps: (1) select-
ing a practically relevant problem; (2) obtaining a comprehensive understanding of
the study area; (3) designing one or more applicable solutions to the problem; (4)
demonstrating the solution’s feasibility; (5) linking the results back to the theory and
demonstrating their practical contribution; and (6) examining the generalizability of
the results. CR essentially uses two forms of reasoning. Early stages of CR resemble
deductive logic. For example, a single construct is designed from the vast amount of
knowledge gained from a literature review of the study area. In the later stages, the
reasoning follows inductive logic, when the results’ theoretical and practical contribu-
tions, as well as their wider applicability, are considered.

We followed the general guidelines of the CR methodology. First, research problems
of practical relevance for the resource allocation problem in MECs were identified, as
described in Section 1.2. We performed a systematic literature review to understand
what has already been done to solve similar or related problems in the domain. Our
constructs take the form of algorithms, models and frameworks intended to minimize
the cost for allocating resources to applications in MECs while meeting the applica-
tions’ KPIs. The scientific contributions of our solutions are described in Section 1.4.
We evaluated the proposed contributions via simulation and the creation of a soft-
ware framework, in order to demonstrate the feasibility and practical relevance of our
proposed solutions, and compared them with existing solutions. We investigated the
generalizability of the proposed solutions by varying the parameters in the simulation
environment.
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1.4 Research Contribution

The goals of this thesis are: to study resource allocation problems for applications
hosted by MECs, where the objective is to minimize system cost while satisfying the
performance targets of applications; to propose models and algorithms for solving
resource allocation problems; to develop simulation frameworks to implement and
analyze the performance of our algorithms; and to develop a software framework to
support the allocation of IoT applications running (in part) on resource-constrained
devices. This thesis describes how we sought to realize these goals.

The first part describes models for MEC resources and application resource de-
mands, spike detection methods, and workload generation models (Paper I, Paper II,
Paper III, Paper V, and Paper VI). Paper II uses the models for spikes developed
in Paper I in order to generate representative resource demands for applications and
study the resource allocation problem in MECs. In the second part, we formulate
the resource planning problem for cost-optimal deployment of applications (Paper
III). The third part describes the optimization methods and distributed algorithms
we used to solve the resource allocation problem for MEC (Paper II, Paper V and
Paper VI). In part four, we explain how we extended the Calvin framework in or-
der to provide support for resource-constrained devices, and how our framework can
provide homogeneous application development, deployment and management in het-
erogeneous environments that include resource-constrained IoT devices, MECs and
CDC (Paper IV). The contributions of this thesis are described in Section 4.

1.5 Thesis Outline

Section 2 describes opportunities and challenges related to modeling and resource
allocation for applications in MECs. Section 3 describes a framework for the devel-
opment, deployment and management of applications in MECs. Section 4 provides a
summary of contributions.

2 Resource Modeling, Planning, and Allocation in
Mobile Edge Clouds

MECs have yet to be deployed and MEC configurations yet to be defined. Thus,
in order to study resource allocation problems in MECs, we must first develop a
realistic model for MECs, incorporating compute resources, network topology and
processing of application requests. Modeling of application resource demands and
MEC infrastructure’s resources is described in Section 2.1. Resource planning and
allocation problems are described in Section 2.2.

7
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2.1 Application and Infrastructure Modeling

Modeling of application resource demands and infrastructure resources is essential to
the study of resource allocation in MECs. The main entities and parameters relevant
to resource allocation in MECs are shown in Figure 4.

2.1.1 Application Modeling

A wide range of applications will need to be served by MECs. Hence, it is vital,
for resource allocation and planning, to understand the variations in applications’
resource requirements with respect to time, space, and resource type.

An application’s resource demands can be modeled in terms of two distinct aspects.
The first aspect, request quality, is the amount of resources of different types, such
as compute and bandwidth, required to serve an application’s request. The second
aspect, request variation, corresponds to the statistical distribution of the number of
requests received per unit of time and, if relevant, per region of space.

An application’s request quality can be modeled as the average resource requirement
over time per request with respect to the consumed resource type. Requests from some
applications may consume large amounts of compute resource compared to bandwidth
and vice versa. Modeling request quality helps in understanding what type of resources
and how much capacity will be needed for handling an application’s requests in order
to fulfill the application’s KPIs at a given time.
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In order to model an application’s request variation, we consider how the number
of requests varies with time and location. For example, the origin of resource requests
can change over time, which will lead to different resource demands over both time
and space [28].

Differences in request variation and request quality can arise simultaneously. For
example, the distribution of users at a university campus may vary across the day and
the access point locations [29, 30]. An application can have periodic or non-periodic
variations in the resource demands over time. Request variation over time is very
common in web applications: Wikipedia, for example, experiences periodic increases
in workload on their servers [22]. Also, the resource requirements for some applications
may be affected significantly by external events [31]. For example, a music festival or
sports event draws huge numbers of people to a particular location, which could trigger
higher resource requirements around that location for certain applications.

Applications’ request variation modeling can help in understanding the resource
requirement patterns for applications over time. Time series data for an application’s
request has three components: trend, periodicity and residuals [22]. The trend can
be estimated by computing moving averages or differencing the time series data. The
periodicity can be computed using auto-correlation, whereas the stationary residual
can be estimated using auto-regressive models [22].

Short-lived and significant increases in demand for computing resources are known
as spikes or bursts. Spikes or bursts may occur as a result of known events – online
stores expect spikes on their servers during black Friday, for example – but the charac-
teristics of those spikes, such as how quickly they will arise and how large they will be,
may be unknown. Pattern forecasting methods along with statistical tests can be used
for early detection of spikes [21]. Many measures have been proposed to characterize
spikes or bursts, including steepness, magnitude, slope, duration, spatial locality, the
index of dispersion, and the sample entropy [31, 32, 33].

2.1.2 Infrastructure Modeling

MECs are intended to provide access to high-performance compute, network, and stor-
age resources as close as possible to end-users and IoT devices [1]. The expectation is
that MECs will have a tree topology, as mobile core and access networks often take
shape of fat trees [11, 12, 34]. The main aspects of a distributed MEC infrastructure
to be modeled are compute, bandwidth, and storage capabilities of all DCs, including
micro DCs at the edge, and the network characteristics of the links connecting them.
A cost model for each entity (DC or link) can be expressed as a function of general
capacity and capability properties, such as compute units, storage units, and band-
width units [7, 12]. These cost models together with a general network topology can
be used to simulate a distributed infrastructure for MECs. These system models to-
gether with the applications’ resource demands and performance targets, can be used
to study cost-optimal resource-allocation algorithms for applications in MECs. For
infrastructure planning problems, we can use these models to determine the required
capacity for MECs for cost-optimal allocation of applications.
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Figure 5: A hierarchical autonomic system for MECs.

2.2 Resource Planning and Allocation

The scale, complexity and resource-heterogeneity of an MEC means it is natural,
from an architectural and management perspective, to view an MEC as a collection
of self-adaptive or autonomic systems with multiple MAPE-K (Monitor, Analyze,
Plan, Execute, and Knowledge) loops. This view is illustrated in Figure 5.

Autonomic systems comprise an interactive collection of autonomic elements [35].
For MECs, autonomic elements could be the geo-distributed compute resources, hav-
ing heterogeneous compute capacity and cost, at the network edge. Each autonomic
element may consist of one or more managed elements combined with a single auto-
nomic manager that controls them. In this context, the managed elements are the
hardware resources, whose characteristics, such as processing speed, bandwidth and
storage, define the capabilities of an MEC. Each managed element is modified to
enable the autonomic manager to monitor and control it. For the execution phase, ac-
tuators for the autonomic system may vary depending on the problems under study.
For example, an MEC, viewed as an autonomic system, may have actuators for (1)
auto-scaling (how much), and (2) migration (where), which contribute to solving the
resource allocation problem. In general, the components of the MEC should collabo-
rate to minimize the global cost of running applications inside the infrastructure.
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2.2.1 Resource Planning

Setting up the infrastructure for MECs requires huge investments1, so it is important
to decide how much capacity to add in terms of number of physical servers and where
to locate them in order to efficiently manage applications. Constructing a DC cam-
pus may require planning of compute capacity, network fabric and WAN endpoints,
cooling systems, power systems, and building management systems [3]. A variation
of the MAPE-K loop for the capacity planning problem is shown in Figure 6. Here,
the analysis phase is replaced with resource demand forecasting, and the execution
phase is replaced with supply, delivery, and fulfillment, and operations of compute
resources.

Forecasts of relevant information, based on network traffic and resource usage of
existing applications, can be used when planning to augment resources of an existing
DCs or add a new DCs to the MECs. Forecasts can be influenced by other factors,
such as emerging applications, new features of existing applications, user growth, state
of the software and hardware efficiency. For example, if there is huge increase in the
number of emerging applications, then resource planning should include this in the
forecasts for resource consumption.

2.2.2 Resource Allocation

Allocating an appropriate amount of resources at the right time and right place to
each application, in such a way that the end-user’s performance requirements are met,
while minimizing the operational cost in MECs, and doing it in a scalable way, is a
challenging problem. Resource allocation also has to be done quickly in order to accom-

1For example, it costs more than 1 billion dollars for Google to build a DC campus [36].
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modate rapid variations in applications’ workload. The heterogeneity of distributed
resources inside MECs introduces diversified cost, capacity, and latency of network re-
sources, storage cost, and cost, capacity, and speed (clock rate) of compute resources.
The increased resource plurality also brings several resource management challenges
for MECs [37]. The heterogeneous resources need to be autonomically managed with
feedback from external and internal inputs for efficient resource utilization.

Algorithms to determine the allocation of resources to applications can be imple-
mented either in a centralized, decentralized, or hierarchical manner [38, 39]. In cen-
tralized resource allocation, there is a single MAPE-K loop for MECs. All monitored
data is collected at a centralized location and analyzed in order to derive the current
cost of running the whole infrastructure, and determine the mapping of application
components onto the MECs for cost-optimal operation. This approach may suffer
from a single point of failure and may not scale well. In contrast, fully decentralized
resource management enhances scalability, at the expense of a global overview of the
system, which may lead to suboptimal resource allocation.

There exist different design patterns for designing MAPE-K loops in which the self-
adaptive functions of the MAPE-K loops are decentralized [40], such as master-worker,
coordinated control, and hierarchical control [38].

For a master-worker pattern, a single master component may run part of the self-
adaptive functions, such as the analyze and plan phases, whereas multiple independent
workers run the remaining functions, such as monitor and execution phases, in a
decentralized manner. This pattern may suffer from bottlenecks due to the centralized
components.

The coordinated control pattern consists of multiple control loops where each has a
limited view of the system and loops must coordinate to achieve global, non-conflicting
objectives. Depending on the degree of coordination, systems may take time to con-
verge to a unified view and be slow to adapt to changes [38].

The hierarchical control pattern uses a layered architecture where MAPE-K loops
in different layers perform different tasks, often on different time scales, to achieve dif-
ferent objectives. For example, the lower layers could work on shorter time scales and
focus on the allocation of resources to applications, whereas higher layers can work
on longer time scales and manage the whole system by scheduling system-wide recon-
figurations. The hierarchical structuring of control nodes in a network topology and
sharing of contextual information of the current system state, could reduce commu-
nication cost, while simultaneously maintaining a global overview of the system [41].
The hierarchical approach scales better than the centralized approach, and can also
have full overview of the system [39], potentially making it suitable for resource allo-
cation for MECs, given their scale and complexity [38].

The optimal resource allocation problem can be formulated in different ways in or-
der to achieve various objectives [42]. For Intra- and Inter-Data Center Placement [43]
in the context of Virtual Machine (VM) placement within DCs, the objectives could
include minimization of latency [44], energy [45], network traffic [46], and communi-
cation cost [47]. These objectives could be realized through various strategies, such
as load balancing [48], VM consolidation [49], data and end-user locality [50], and ap-
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plication affinity information [51]. The optimal resource allocation problem is an NP-
hard [52, 44], so various heuristics to solve the problem have been proposed [44, 45, 49].
Some other factors that can influence resource allocation decisions include average and
tail response time for applications [53], and the types of applications allocated to a
compute resource [54].

Depending on the goals of the system, the objectives for resource allocation prob-
lems in MECs might include minimization of applications’ RTT [55, 56] or system
cost [15, 57, 58, 59, 60]. The objective could also be to maximize the edge resource
utilization [61] or revenue for service providers [62]. The RTT minimization problem
can be studied under various constraints, such as the (fixed) capacity of compute
resources [55, 56]. System cost may include operational costs due to energy consumed
during communication and processing phases [15, 57, 58], which may depend on many
factors, such as end-users’ mobility, network condition, utilization of compute and net-
work resources, security and privacy requirements. Resource allocation problems can
be studied subject to other constraints, such as applications’ latency requirements [57]
or both latency and capacity constraints for compute and network resources [58].
Depending on the applications’ placement at the edge or the cloud, energy is con-
sumed at different locations, such as cellular uplink, backhaul uplink, processing at
the cloud node, backhaul downlink, and cellular downlink [58]. The system cost may
also include reconfiguration and migration costs along with operational costs and ap-
plications’ KPIs [60, 59]. Dynamic resource allocation is required over time to handle
both applications’ request quality and variations [15].

Content Delivery Networks (CDNs) share similar network topologies to MECs, but
they focus on different types of applications. For CDNs, the content is static and the
primary resources are storage and bandwidth. The bandwidth consumed when serv-
ing a particular item of content will typically be proportional to the number of times
it is requested (that is, the demand for that content). The sizes of items of content
hosted by a CDN might vary significantly, but the storage and CPU requirements
are not, in any meaningful sense, proportional to the demand for content. The objec-
tive for a CDN could be the minimization of storage and bandwidth cost [63] for the
content placement (using various caching techniques [64]) while meeting the latency
requirements of content subscribers. In contrast, the resource management problem
for MECs involves heterogeneous resources and applications with heterogeneous per-
formance requirements, resulting in resource allocation problems being more complex
in MECs.

In this thesis, we study the resource allocation problem in MECs, where the system
goal is to minimize the overall monetary operational cost over time while meeting
applications’ performance targets [8, 9, 11]. To solve the resource allocation problem,
performance and other metrics, such as operational cost, are monitored for both
applications, and compute and network resources of MECs. One can use a “heartbeat”
approach to gather the relevant information periodically for a centralized resource
allocation algorithm for a MEC. For example, the heartbeat message can be sent
periodically to carry the cost information about each entity (node or link) in the
system. The system cost can be re-evaluated at every heartbeat to find the cost-
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optimal placement of applications. Lowering the heartbeat period could result in
better application performance. However, it may incur higher bandwidth cost due to
an increase in the number of application migrations, and performance penalties due
to application downtime.

3 Framework for Life-cycle Management of IoT ap-
plications in Mobile Edge Clouds

The development of applications that can run seamlessly on IoT Devices and MECs
could face challenges due to the heterogeneity of devices; multiple software platforms,
communication protocols and programming languages for devices; and the complexity
of distributed computing. For example, the development of current state-of-the-art
IoT applications: (1) assumes that all processing performed by cloud and IoT devices
is for sensing or actuating; (2) does not allow resource sharing between IoT devices;
(3) assumes the deployment of applications is static; (4) are insufficiently abstracted,
as developers need to specify IP-addresses, transport protocols, and device parameters;
and (5) requires some programming effort to write a simple application [65].

A framework is required that can ease the problem of distributed application devel-
opment, deployment, and management on geo-distributed computing resources rang-
ing from small resource constrained devices to compute resources in MECs or CDCs.
Such a framework could help in bridging the gap between different standards by
providing (1) an abstraction layer for compute resources and platform features to
applications, and (2) a common communications interface independent of physical
methods [66]. It could also provide a runtime as and when it is needed to support
heterogeneous devices or nodes in MECs or CDCs. Hence, it can improve efficiency
and interoperability between different platforms and systems for running IoT appli-
cations in scenarios such as smart cities [67, 68]. The framework should also provide
lightweight virtualization capabilities for IoT devices to support multi-tenancy, fast
migration capabilities, and resource-constrained devices.

Such a framework should also support separation of concerns between the develop-
ment of applications and the management of those applications on compute resources.
One way to achieve this separation of concerns, is by using Actor and Flow-based
programming models [69, 70]. A framework based on such models could also address
the challenges of fragmentation in the development of IoT applications, mitigate the
complexity of deployment and resource management of applications, and provide an
abstraction layer to handle heterogeneity of compute resources.

There exist frameworks based on Actor and Flow-based programming models. For
example, NoFlo [71] and Node-RED [72] use Flow-based programming to represent an
application as a graph, in which nodes model processing components and edges model
data flows between processing components within the application. Using Actor-based
models, Orleans [73] provides a programming model, a runtime, and access to persis-
tent, reliable, and scalable actors. Using Actor and Flow-based programming models,
Calvin [65, 74, 75] provides a simplified application development environment for de-
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velopers, a runtime, and requirement matching functionalities for the deployment of
applications. Calvin also handles resource management for applications.

There exist frameworks, such as AWS Lambda [76], Apache OpenWhisk [77], and
IFTTT [78], that are based on an asynchronous and event-driven architecture. These
frameworks use three concepts: triggers (events that may occur); actions (what is
done in response to the events); and rules (combinations of triggers and actions).
They offer similar basic functionalities to Actor and Flow-based programming models
in the sense that triggers and actions correspond to actors, and rules are equivalent to
connections between the actors. In this thesis, we use the Calvin framework to study
our research problems, as it is an open source project and also supports requirement-
based deployment of applications on IoT devices in order to allow greater level of
autonomic management.

The Calvin framework is described in Section 3.1. Then, some challenges related to
Calvin framework that we address in this thesis are described in Section 3.3.

3.1 The Calvin Framework

Calvin is an open source peer-to-peer framework for the development, deployment,
and execution of distributed IoT applications [65, 74, 75]. It also supports dynamic
application deployment based on matching the requirements of applications with
the capabilities of devices or nodes in the MECs or CDCs [65]. For example, in a
smart city scenario, a video-surveillance application may state a requirement to be
deployed on all traffic lights capable of capturing video in the city. The Calvin frame-
work implementation is language-agnostic, as long as the implementation follows the
inter-runtime communication protocols and accepts the common set of control com-
mands [75]. Currently, the Calvin framework provides a runtime that is compatible
with a wide range of hardware architectures, from high-performance nodes in the
cloud to Raspberry Pi [65, 74, 75].

3.1.1 Application Development in Calvin

Calvin simplifies application development using the Actor and Flow-based program-
ming models [69, 70]. Actor models encapsulate functionality and state in actors, and
provide well defined interfaces, known as ports, to enable communication between ac-
tors [69]. Figure 7 illustrates an actor in the Calvin framework. An action is performed
on tokens arriving at input ports and sent to output ports. It can also be triggered
by an event, such as a timer, generated by a device where the actor is deployed on a
Calvin runtime.

The Calvin framework divides application development and deployment into four
phases – (1) Describe, (2) Connect, (3) Deploy, and (4) Manage. In the first phase,
an application is described as a collection of functional units, actors, where each unit
can provide data generation (e.g. sensors), processing or consumption (e.g. actuators).
Actors can have internal states which are accessible to the actor itself. An actor
can access the platform features through the Calvin runtime using the Hardware
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Figure 7: Inside an actor, an action is performed on tokens (or data) arriving
at input ports (in 1 and in 2) or can be triggered by an event (e.g. timer).

Abstraction Layer (HAL). In the second phase, connections between the relevant
actor ports are identified to represent data flow inside the application. The rules
for requirement matching for dynamic deployment can also be specified during this
phase [70, 79]. In the third phase, actors are allocated to distributed Calvin runtimes
by matching actor requirements with the capabilities of the various Calvin runtimes.
The fourth phase provides resource management for applications, such as auto-scaling
and replication of actors on the available runtimes. The idea is to separate what tasks
an application wants to perform, from where to deploy the application and how to
perform the tasks. Moving the complexity from the application description makes sure
that each application is independent of hardware dependencies and delegates resource
management to the framework.

Using the Actor model and Flow-based programming, the Calvin framework also
achieves isolation between data transport and data processing. The framework also
enables portability between different platforms, as only the format of the data passed
between the ports is standardized; how data is processed inside an actor is unimpor-
tant [75].

Hence, with the support of above mentioned features, the Calvin framework pro-
vides a clear separation of concerns among different entities, such as device manu-
facturers, application developers, marketplaces through which applications are dis-
tributed, and operators that deploy and maintain applications.

3.2 The Calvin Runtime

The Calvin runtime provides platform abstraction, an application execution environ-
ment, resource management, and data transport facilities. Calvin runtimes connect
to each other, creating the illusion of a single, global runtime to application devel-
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opers. Collectively, they take care of the complexity of application deployment and
management on the distributed infrastructure.

The current version of the Calvin runtime is supported by most common operat-
ing systems (OSs), VMs, and containers. Figure 8 shows the high-level architecture
for Calvin, part of which is platform-dependent and part platform-independent. The
platform-dependent part provides data transport services and coordination between
runtimes, as well as support for different kinds of transport layers, such as Bluetooth
and WiFi, via a plug-in mechanism. It also provides an abstraction layer for hardware
features, such as temperature sensors and HD cameras. The platform-independent
part exposes platform resources to actors in a uniform manner and also provides
resource management functionalities, such as actor replication and migration, and
scheduling of actor’s actions on their tokens.

An application, comprising actors and connections between actors, is deployed on a
Calvin runtime and commences execution immediately if the actors’ requirements are
fulfilled. If the runtime does not meet the actors’ requirements, then the actors are
migrated automatically to runtimes where their requirements are met. By default, the
Calvin framework uses a registry based on Distributed Hash Table (DHT) technology
to maintain information about runtimes, actors, ports and any other data related to
deployed applications.
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3.3 Challenges for the Calvin Framework

The thesis addresses two challenges for the Calvin framework: support for resource-
constrained devices and resource allocation for applications. We describe these chal-
lenges in more detail in the following sections.

3.3.1 Support for Resource-Constrained Devices

Ideally, the Calvin framework would support every type of device or node in an
MEC or CDC, irrespective of its characteristics. The reference implementation for the
Calvin framework, Calvin-base, is written in Python [74]. Calvin-base supports a wide
range of platforms, from high-performance compute resources to IoT devices having
CPUs with as little as 0.5 GB of memory and a clock speed of 700 MHz. However,
many resource-constrained devices have extremely limited memory and processing
power, typically based on a micro-controller with less than 100 kB of memory and
a processor with a clock speed of 100 MHz. Thus an implementation of the Calvin
framework with support for such devices is required.

The Calvin framework we propose for resource-constrained devices, Calvin Con-
strained, will only be able to support a limited subset of the features in Calvin-base.
It will require a Calvin-base as a proxy to provide other, more advanced, functionali-
ties, such as actor placement decisions, resource and application registry, and security.
The interaction between Calvin-base and Calvin Constrained is illustrated in Figure 9.
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3.3.2 Resource Allocation for Applications in a Calvin-type Frame-
work

An application may have various requirements, both in terms of hardware support and
performance, that a device on which the application is deployed should be able to meet.
Examples of hardware requirements might include temperature sensors, GPUs and
HD cameras. Performance requirements are often expressed as a set of KPIs for the
application. The Calvin framework currently supports hardware, security, and locality
requirements, but not performance requirements.

Thus there is a need to study algorithms for resource allocation in a Calvin-type
framework that are able to minimize the operational cost for deploying applications
while satisfying the applications’ performance requirements. The problem of allocat-
ing resources to applications in such a framework can be formulated as an resource
allocation problem where the objective is to minimize the monetary operational cost of
all applications while meeting their performance targets [8, 9]. Moreover, distributed
algorithms for resource allocation need to be investigated and developed in order
to support efficient, large-scale deployment for such applications. It is expected that
MECs will host applications with widely varying performance requirements. Algo-
rithms based on service differentiation should also be investigated in order to handle
this diversity [9].

4 Summary of Contributions

This thesis provides a comprehensive set of models to capture various aspects of MEC
resources and applications. This thesis also provides a simulation framework to study
the resource allocation and resource planning problems. This thesis covers various
aspects of applications, such as scale, mobility, and heterogeneity in the resource-type
and latency requirements. It also covers various aspects of the infrastructure, such as
heterogeneity in the cost and performance of distributed resources.

MEC resource and infrastructure models capture the heterogeneity in capacity as
well as the cost of MECs’ resources. The cost of heterogeneous resources in a MEC is
also compared with the charges made by major cloud providers for similar resources
in order to validate the cost models. The application models capture workload quality,
workload variation and performance requirements for IoT applications. We have per-
formed sensitivity analyses for parameters in the application models to understand
their impact on cost-optimal resource allocation algorithms. We also provide a lin-
ear optimization formulation to study the resource planning problem for cost-optimal
operations for MECs.

Paper 1: Online Spike Detection in Cloud Workloads
In this work [21], we investigate online workload spike detection methods using adap-
tive signal processing techniques, such as auto-regression, double exponential smooth-
ing, low-pass filtering, and the use of constant mean values. We derive a number of
workload models coupled with a stopping rule that signals whenever there is change in
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the system model. The stopping rule is based on a cumulative sum (CUSUM) test [80]
for detecting the onset of a spike. The main idea is to detect the spike as early as pos-
sible in order to maximize the time available for mitigating its effects. We explore the
trade-off between the ability to correctly detect large traffic increases as spikes and
how prone the detectors are to generate false alarms when spikes are not present. We
also explore the trade-off between how early detection can be made, and the number
of false alarms generated.

We evaluate the online detectors by calculating precision and recall metrics using
the number of hits and misses. Additionally, we measure the Average Time Before
Peak (ATBP) in order to evaluate the speed with which detectors can detect a true
spike. We also measure the Average Relative Change (ARC), which is the percentage
relative change between the peak workload level and the workload level at the time
of detection for a true spike. Some methods detect spikes early but generate large
numbers of false alarms, whereas others are slower to detect spikes but generate
fewer false alarms. These trade-offs need to be carefully considered by an application
owner or service provider: for example, methods that detect spikes very early while
generating large number of false alarms can lead to low resource utilization during
false alarms but better performance of applications during spikes.

I was the main author of the paper. Regarding my own contributions to this paper,
I proposed the framework for spike detection by combining adaptive signal processing
techniques, such as auto-regression, double exponential smoothing, and low-pass fil-
tering, with a statistical test method (CUSUM). I received feedback from co-authors
of the paper during the problem formulation, writing, and evaluations.

Paper 2: Dynamic Application Placement in the Mobile Cloud Net-
work
In this paper, MEC refers to a mobile cloud network. Cloud providers and Telecom-
operators foresee MECs as a way of addressing the challenges of consistent perfor-
mance and low communication latency requirements for IoT applications as well as a
high degree of user mobility, while minimizing their operational cost. In this work [37],
we formulate a set of MEC management problems and address the challenges arising
from high user mobility, cost and capacity heterogeneity of compute resources, and a
highly distributed infrastructure.

The paper makes three significant contributions. Firstly, the paper contributes mod-
els that capture the cost- and capacity-heterogeneity of an infrastructure that incorpo-
rates MECs by proposing multiple tiers of resource types, such as compute resources
at base stations and DCs. A set of resource management challenges is also identified
based on the infrastructure models. Secondly, a cost-based optimization formulation
for resource allocation is presented, in which computation and communication costs
are minimized, assuming that communication latency is a hard constraint. Thirdly, a
local search-space based algorithm is proposed in order to address the lack of scala-
bility of centralized approaches.

The placement algorithms are evaluated based on metrics such as monetary cost
for deploying applications, average RTT for applications, and average resource utiliza-
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tion of the compute and network resources. We simulate three scenarios: Mobile users,
Daily commute pattern for a university campus, and Large one-time arena event. The
evaluation demonstrates that the proposed iterative local-search based placement al-
gorithm significantly reduces latency and improves resource utilization skewness while
minimizing the operational cost of the system. For example, in the Mobile users sce-
nario, our (dynamic) allocation algorithm, based on iterative, local search, provides
up to 25% reduction in cost, on average, compared with a static allocation strategy
based on an initially-optimal placement of applications.

I was one of two equal main authors of the paper. The problem formulation was
jointly derived with co-authors. I contributed to the development of system models,
workload models, optimization method, and the dynamic application placement algo-
rithm based on local search. I contributed equally to the development of the simulation
framework. I also received feedback from co-authors of the paper during writing and
evaluations on my part.

Paper 3: How Beneficial are Intermediate Layer Data Centers in
Mobile Edge Networks?
In this paper, MEC refers to a mobile edge network. As capital and operational ex-
penses for a DC are huge, it is important to understand the benefits of adding addi-
tional DCs in a MEC. In this paper [7], we study where additional DCs should be
deployed in the MEC infrastructure in the interests of reducing total costs. We also
identify relevant system parameters in a MEC and investigate the sensitivity of these
parameters, based on average resource consumption, application demand distribu-
tion, and resource cost distribution. The investigation shows that the most important
parameter when determining whether intermediate layer DCs are beneficial is appli-
cation type, with demand locality and variation in the DC’s resource cost across the
MEC topology being the second and third most sensitive, respectively.

The investigation also shows that having an additional layer of DCs at the edge
could save up to 67% of the cost for bandwidth-hungry applications in the evaluated
scenarios. Hence, it may be beneficial for a Telecom operator to build an edge DC
having up to a hundred nodes at the network edge to cater for bandwidth-hungry
applications and to minimize its operational cost.

I was the main author of the paper. In this paper, I contributed to the problem
formulation, system dynamics including cost and sensitivity analysis, and evaluations
for the resource planning problem. I received feedback from co-authors of the paper
during the problem formulation, writing, and evaluations.

Paper 4: Calvin Constrained – A Framework for IoT Applications
in Heterogeneous Environments
Calvin [74] is a peer-to-peer framework for application development, deployment
and management in heterogeneous environments, including IoT devices and high-
performance nodes in MECs and CDCs. When using the Calvin framework for appli-
cation development, developers do not need to worry about how something should
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be computed, instead the focus can be on what should be computed. The framework
handles the complexity of deployment and management of resources and provides an
abstraction layer for platform features to the applications.

In this work [25], we propose Calvin Constrained, an extension of the Calvin frame-
work suitable for resource-constrained devices. Calvin Constrained only supports a
limited but essential set of features of the reference framework, Calvin-base, such as
actor deployment, migration, execution, data communication, and runtime resource
abstraction. Calvin Constrained needs to be supported by the full Calvin-base run-
time in order to provide services such as actor placement decisions, resource and
application registry, and security infrastructure. Calvin Constrained supports actors
implemented in C and Python, where support for Python actors is enabled by us-
ing MicroPython [81] as a statically allocated library. Support for Python actors on
the runtime enhances code re-usability and enables the automatic management of
state variables, but comes at the cost of increased runtime resource usage compared
to actors implemented in C. We show that the extra resources needed when using
the Calvin Constrained framework are manageable on current, off-the-shelf, micro-
controller-equipped devices.

I was the main author of the paper. In this work, I analyzed a subset of features that
the Calvin framework must support for resource-constrained devices. I contributed to
the implementation supporting Python actors’ deployment, migration and execution
using MicroPython as a statically linked library in C. I evaluated the performance of
the Calvin Constrained framework and the costs of supporting Python actors. I re-
ceived feedback from co-authors of the paper during the problem formulation, writing,
and evaluations.

Paper 5: Distributed Cost-Optimized Placement for Latency-Critical
Applications in Heterogeneous Environments
MECs in 5G networks will transform many industrial sectors, such as transportation,
healthcare, and manufacturing. The main factors fueling the growth in edge comput-
ing are the unprecedented growth of data, the rapid rise in the number of latency-
critical applications, the introduction of more stringent regulations concerning the
processing and management of personal data, and the emergence of a distributed
computing architectures making use of specialized hardware such as GPUs.

In this work [8], we study how one can deploy and manage large numbers of latency-
critical applications in MECs cost-efficiently, given the heterogeneity of devices, appli-
cation performance requirements, and workloads. We also study cost and performance
dynamics, and propose distributed algorithms for the automatic deployment of such
applications in heterogeneous environments that may include IoT devices, MECs, and
CDC. We evaluate placement algorithms with respect to a number of metrics, includ-
ing number of required runtimes, application slowdown, and the number of iterations
required to place applications in order to minimize operational cost while meeting the
performance requirements of applications. Our results show that iterative search- and
size-based distributed algorithms outperform random and bin-packing algorithms.
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I was the main author of the paper. In the paper, I developed the simulation frame-
work used to conduct the cost and performance sensitivity analysis. I also proposed
distributed algorithms for the allocation of applications in MECs and CDC. I received
feedback from co-authors of the paper during the problem formulation, writing, and
evaluations.

Paper 6: Utility-based Allocation of Industrial IoT Applications in
Mobile Edge Clouds
It is expected that MECs will run applications with a wide range of latency require-
ments. Some applications, such as autonomous vehicles, may require very low RTT,
whereas video encoding applications may have less demanding requirements for RTT.

In this work [9], we propose a two-tier scheduling framework for allocating resources
to IIoT applications. The higher-level scheduler runs periodically and decides – based
on system state and the performance of applications – whether to admit new applica-
tions and/or migrate existing ones. In contrast, the lower-level scheduler decides which
application will be assigned to the runtime resource next. We define performance-
based metrics that determine to what extent the Service Level Objectives (SLOs) of
an application are being met. The Application Happiness metric is based on a sin-
gle application’s performance and SLOs, and the performance of the network. The
Runtime Happiness metric is derived periodically from the Application Happiness
of all deployed applications the runtime is hosting. These happiness metrics enable
a resource allocation algorithm to make decisions based on the extent to which the
infrastructure is meeting the performance targets of the applications. These metrics
may be used for decision-making by the scheduler, rather than runtime utilization,
for example.

We evaluate four scheduling policies for the high-level scheduler in combination with
five for the low-level scheduler, where the combined, two-tier scheduler’s objective was
to allocate resources to applications such that system cost is minimized while ensuring
that applications’ performance requirements are satisfied. The policies are evaluated
with respect to the number of runtimes, the impact on the performance of applications,
and utilization of the runtimes. For the evaluated scenarios, policies based on Runtime
and Application Happiness outperform other policies for the schedulers, including the
bin-packing and random strategies.

I was the main author of the paper. I developed the two-level scheduler, extended
the simulation framework from Paper 4, and compared the results obtained using the
new scheduler and happiness-based policies with those obtained in the earlier paper.
I received feedback from co-authors of the paper during the problem formulation,
writing, and evaluations.
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