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Abstract

For the purpose of numerically simulating continuum mechanical structures, different
types of material may be represented by the extreme values {✏, 1}, where 0< ✏⌧ 1,
of a varying coefficient ↵ in the governing equations. The paramter ✏ is not allowed to
vanish in order for the equations to be solvable, which means that the exact conditions
are approximated. For example, for linear elasticity problems, presence of material is
represented by the value ↵ = 1, while ↵ = ✏ provides an approximation of void, mean-
ing that material-free regions are approximated with a weak material. For acoustics
applications, the value ↵ = 1 corresponds to air and ↵ = ✏ to an approximation of
sound-hard material using a dense fluid. Here we analyze the convergence properties
of such material approximations as ✏! 0, and we employ this type of approximations
to perform design optimization.

In Paper I, we carry out boundary shape optimization of an acoustic horn. We
suggest a shape parameterization based on a local, discrete curvature combined with a
fixed mesh that does not conform to the generated shapes. The values of the coefficient
↵, which enters in the governing equation, are obtained by projecting the generated
shapes onto the underlying computational mesh. The optimized horns are smooth
and exhibit good transmission properties. Due to the choice of parameterization, the
smoothness of the designs is achieved without imposing severe restrictions on the
design variables.

In Paper II, we analyze the convergence properties of a linear elasticity problem in
which void is approximated by a weak material. We show that the error introduced by
the weak material approximation, after a finite element discretization, is bounded by
terms that scale as ✏ and ✏1/2hs, where h is the mesh size and s depends on the order
of the finite element basis functions. In addition, we show that the condition number
of the system matrix scales inversely proportional to ✏, and we also construct a left
preconditioner that yields a system matrix with a condition number independent of ✏.

In Paper III, we observe that the standard sound-hard material approximation with
↵ = ✏ gives rise to ill-conditioned system matrices at certain wavenumbers due to
resonances within the approximated sound-hard material. To cure this defect, we
propose a stabilization scheme that makes the condition number of the system matrix



independent of the wavenumber. In addition, we demonstrate that the stabilized for-
mulation performs well in the context of design optimization of an acoustic waveguide
transmission device.

In Paper IV, we analyze the convergence properties of a wave propagation problem
in which sound-hard material is approximated by a dense fluid. To avoid the occurrence
of internal resonances, we generalize the stabilization scheme presented in Paper III.
We show that the error between the solution obtained using the stabilized sound-
hard material approximation and the solution to the problem with exactly modeled
sound-hard material is bounded proportionally to ✏.

Keywords. Material distribution method, fictitious domain method, finite element
method, Helmholtz equation, linear elasticity, shape optimization, topology optimiza-
tion.



Sammanfattning

I kontinuummekaniska beräkningar kan man representera olika typer av material
genom att låta en koefficient ↵ i den aktuella matematiska modellen anta extremvär-
dena {✏, 1}, där 0 < ✏ ⌧ 1. För att ekvationerna skall kunna lösas kan inte ✏ = 0
användas, vilket betyder att de exakta fysikaliska villkoren approximeras. För linjär
elasticitet betyder ↵ = 1 närvaro av material, medan ↵ = ✏ betyder att frånvaro av
material approximeras med ett svagt material. I akustiken motsvarar ↵= 1 närvaro
av luft, medan ↵= ✏ betyder att ett ljudhårt material approximeras med en högden-
sitetsfluid. Här analyseras effekterna av denna typ av materialapproximation, och den
utnyttjas i syfte att utföra matematisk konstruktionsoptimering.

I artikel I utförs randformsoptimering av ett akustiskt horn. Artikeln introducerar
en parameterisering av randen baserad på en lokal, diskret representation av kröknin-
gen i kombination med ett fixt beräkningsnät som inte anpassas till den genererade
geometrin. Värdet på koefficienten ↵ som används i den matematiska modellen erhålls
genom en projektion av den parameteriserade geometrin på det underliggande beräkn-
ingsnätet. De optimerade hornen har slät profil och goda transmissionsegenskaper.
Den använda parameteriseringen genererar genomgående släta geometrier utan att
starka begränsningar på designvariablerna behöver påtvingas.

I artikel II analyseras konvergensegenskaperna för ett linjärt elasticitetsproblem där
frånvaro av material approximeras med ett svagt material. Artikeln visar att felet som
införs genom materialapproximationen efter finita-elementdiskretisering begränsas
av termer som skalar som ✏ och ✏1/2hs, där h är nätets elementstorlek och s beror
på ordningen av finita-elementfunktionerna. Dessutom visas att systemmatrisens
konditionstal är omvänt proportionellt mot ✏, och en förkonditionerare introduceras
som gör systemmatrisens konditionstal oberoende av ✏.

I artikel III observeras att metoden att approximera ljudhårt material med ↵ = ✏ ger
upphov till illakonditionerade systemmatriser vid vissa vågtal på grund av resonanser
i det approximativt ljudhårda materialet. För att åtgärda detta problem föreslås en
stabiliseringsmetod som gör konditionstalet oberoende av vågtalet. Dessutom demon-
streras att den stabiliserade formuleringen fungerar väl när den används i samband
med konstruktionsoptimering av en transmissionskomponent i en akustisk vågledare.



I artikel IV analyseras konvergensegenskaperna för ett vågutbredningsproblem där
en ljudhård spridare approximeras med en högdensitetsfluid. För att undvika interna
resonanser används en generaliserad version av stabiliteringsmetoden som introducer-
ades i artikel III. Slutsatsen är att felet som introduceras på grund av approximationen
skalar proportionellt mot koefficientvärdet ✏.



Per–lhyh

���� ��� ����µ����� �����µ����� ������� µ������������ ���������� �������-
���� ����� ����� ������������� ��� ��� ������� ��µ�� {✏, 1}, ���� 0 < ✏⌧ 1, ����
µ��������� ���������� ↵ ��� ������������ ���� ��������� �� ������ ������� �� ���-
����� ������µ�. � ����µ����� ✏ ��� ����������� �� µ���������, ���� �� ���������
�� ����� �������µ��, ������� ��� ������ ���� ���������� ������� ��������. ���
��������µ�, �� ������µ��� ���µµ���� ������������� � �������� ���� �������-
��������� ��� ��� ��µ� ↵ = 1, ��� � ��µ� ↵ = ✏ ������� µ�� ���������� ��� �����,
������ � ������� ���� ������������� ��� ��� ������� �����. �� ����µ���� �-
��������� � ��µ� ↵= 1 ����������� �� �������� �������µµ���� ��� ���� ��� � ��µ�
↵ = ✏ �� µ�� ���������� ��� ������� ������� ������ ��� ������ ����� ������.
���� ������� �������� �������µ� ��� ��������� ��������� ��� �������� ������-
������ ��� �����µ������µ� �������� ������������, ���� �� ����µ����������µ�
�������������� ���µ������.

��� ������ � ���������µ� �������������� ��� ���µ���� ��� ������� ���� ����-
������ �������. ���������µ� µ�� ����µ���������� ��� ��������� �� µ�� ������,
�������� ��µ��������, ��� ����� ���������µ� µ� ��� ������� ����µ� ��� ���
������µ������ ��� ������µ��� ���µ���. �� ��µ�� ��� ���������� ↵, � ������ �-
����������� ���� ��������� ���������, ��µ�������� µ� ������� ��� ������µ����
���µ���� ��� ������������ ����µ�. �� ������������µ��� ��������� ������ �����
�µ��� ��� ������������ ��������� ����� ��������� µ��������. ���� ��� ��������-
µ���� ����µ����������� � �µ������� ��� ���µ���� ������������� ����� �� �����
�������� ��������µ�� ���� µ��������� �������µ��.

��� ������ �� �������µ� ��� ��������� ��������� ���� ������µ���� ���µµ����
�������������, ��� ����� �� ���� ������������� ��� ��� ������� �����. �������µ�
���, µ��� ��� µ�� �������������� �������µ���� ���������, �� ����µ� ��� ����-
�������� ��� �� ����� ������� ������ ��������� ��� �� ������µ� ���� ��������
��� ✏ ��� ��� ✏1/2hs, ���� h ����� � �������������� ����µ����� ��� ����µ����
��� � ����µ�� s ��������� ��� �� ���µ� ��� ����������� ����� ��� �������µ�-
��� ���������. ��������, �������µ� ��� � ������������ ����µ�� ��� ������������
���µµ���� �����µ���� ��������� ����������� ������� ��� ✏ ��� ������������µ�



���� �������� ������µ������ ��� ������� ���� ������ �����µ���� ������������
����µ�� ����������� ��� ✏.

��� ������ ��� ���������µ� ��� � �������µ��� ���������� ������� �������
������, ���� ↵ = ✏, ������ �� ������� �����µ���� ���µ����� ���������� ��� ��-
������µ����� ��µ������µ��� ���� ��� �µ������� ��������µ�� ����� ��� ��������-
��µ���� ������� ������� ������. ��� �� ���������� µ�� ������ ���������, ������-
���µ� µ�� µ����� �������������� ��� ������� ��� ����������� ����µ� ��� ������
�����µ���� ���������� ��� ��µ������µ��. ��������, �������µ� ��� �� ����������-
�µ��� ������µ� �������� ��������� ������������� ��� ������� ��� ���������������
��� ���µ������ µ��� ���������� �������� µ��������.

��� ������ IV, �������µ� ��� ��������� ��������� ���� ������µ���� ��������
��µ����, ��� ����� ��� ����� ������� ������� ������ ������������� ��� ������
����� ������. ��� �� ���������� � ���µ����µ�� ���������� ��������µ��, ����-
�����µ� �� µ����� �������������� ��� ����������µ� ��� ������ ���. �������µ� ���
�� ����µ� µ����� ��� ����� ��� ��µ�����µ� µ� ����� ��� ��������� �����������
������� ������� ������ ��� ��� ����� ��� ������µ���� ��� ����� �����µ������µ�
���� ������� ������ �������� ��������� ������� ��� ✏.
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Chapter 1

Computational design optimization

1.1 Introduction

The field of computational design optimization combines numerical tools in order
to find the values of a set of design parameters, connected to the geometrical
characteristics of a region subject to design, that result in the best response of
a model. The region subject to design is referred to as the design domain. As
in all mathematical optimization problems, optimal solutions are associated with
the extreme values of an objective function. Here, we are interested in problems
in which the underlying physical state is modeled by partial di�erential equations.
The objective function depends on the geometrical characteristics of the design
domain through the solution of a boundary value problem. The goal is to iteratively
modify the design domain in order to obtain optimal performance of the model, as
measured by the objective function. To abstractly formulate a design optimization
problem, we introduce the set A of feasible designs and we consider a scalar
objective function J to be minimized. The design optimization problem then reads:

find ⌦⇤ 2 A such that

J(u(⌦⇤)) J(u(⌦)) 8⌦ 2A ,
(1.1)

where constraints on the solution u of the underlying boundary value problem
might also be present.

Perhaps the most crucial step during the formulation of a design optimization
problem is to choose a mathematical representation of the design domain. Such
representations must be suitable for computation. For instance, boundaries can
be parameterized using splines [46], or the whole design domain can be parameter-
ized by a domain indicator function [1, 8] or a level set function [42]. Moreover, it
is essential to choose a design domain representation that generates a su�ciently
large space of candidate designs, relative to the requirements of the application



1 Computational design optimization

under consideration. In this thesis, we consider boundary shape and topology op-
timization problems. In boundary shape optimization problems, the chosen rep-
resentation of the design grants only variations of a given boundary [45], meaning
that topological properties, such as the connectivity, of the final design are the
same as those of the initially provided design. In contrast, design representations
in topology optimization problems also enable more dramatic modifications, such
as changes in the number of holes [8].

Numerical implementations of design optimization problems require approxi-
mations of the solution to the underlying boundary value problem for each domain
generated by the optimization algorithm. Throughout this thesis, these approxi-
mations are obtained using the finite element method [13, 14]. For that purpose,
we generate a computationally suitable version of the physical domain, such as a
truncated variant of an unbounded domain, the so-called computational domain

and we consider a partition of the computational domain known as computational

mesh. The solution to the boundary value problem is then approximated by poly-
nomial functions defined on each element of the mesh. Then, design changes that
occur during the optimization process have to be incorporated into the software
to make the boundary value problem solver aware of the new geometry. These
changes can be implemented as deformations of an existing mesh so that the
newly generated mesh conforms to each design [36]. Mesh deformations intro-
duce a number of practical complications. First, mesh deformation algorithms
are prone to robustness problems. In addition, if we want to provide exact sensi-
tivities of the objective function, we also have to compute sensitivities with respect
to mesh deformations [36, 40]. An alternative that does not require domain and
mesh changes is provided by so-called fictitious domain methods [27].

Design optimization problems can be solved using gradient-based algorithms,
such as quasi-Newton methods [41]. To take advantage of the convergence prop-
erties of gradient-based algorithms, high accuracy of the computed derivatives is
significant. To obtain these derivatives, black-box solutions, such as finite di�er-
ence methods and algorithmic di�erentiation [41, Chapter 8], can be used when
the number of design variables is small. On the other hand, in medium- and large-
scale design optimization problems, these black-box implementations become
practically infeasible due to e�ciency issues. A situation of particular interest
arises when the number of constraints on the solution of the underlying boundary
value problem is small. In such cases, the adjoint method [22] provides accurate
derivatives and has been successfully used in design optimization [32, 33, 44, 51].
More precisely, given a scalar objective function J that depends on a design vari-
able ↵ through the solution u to the linear system Au(↵) = b(↵), where for the
sake of simplicity we assume that the design variable ↵ enters only the right-hand

20



1.2 Fictitious domain approximations

side, the derivative of J with respect to the design variable ↵ is

@

@ ↵
J(u(↵)) =

Å
@ J
@ u

ã> @ u
@ ↵
=
Å
@ J
@ u

ã>
A�1 @ b
@ ↵

. (1.2)

In the adjoint method framework, the vector (@ J/@ u)>A�1 is computed by solving
the adjoint linear system A>v = @ J/@ u. Analogously to the adjoint method, algo-
rithmic di�erentiation in reverse mode can be used to obtain the exact values for
the derivatives of the discrete objective function [41, Chapter 8].

In the 1970s, computational design optimization started being studied as a
spin-o� of optimal control theory [39], followed by a tendency towards fluid me-
chanics applications [23, 24, 44]. In 1975, existence of solutions for a domain
identification problem was established [17], while a few years later, elasticity ap-
plications enter the design optimization arena [18, 34]. One of the first systematic
expositions of design optimization for elliptic systems was published in 1984 [45].
In the beginnings, most e�orts were directed towards obtaining optimal designs
by boundary shape variations. In 1988, one of the most seminal contributions [6],
consistent with fictitious domain methods but not presented as such, proposed a
method to perform design optimization for elastic structures. There, the authors
computed the e�ective material properties of a material/void composite using a
homogenizetion approach and the optimal distribution of this composite. The
optimal distribution of the composite was interpreted as the shape of an elastic
structure. More recently, other strategies, such as the level set approach [2],
have been introduced for topology optimization. Application-wise, design opti-
mization methods have been developed to become an innovative tool in a range
of design problems, such as acoustics design [19, 33, 38, 50, 51, 52], antenna
design [21, 28, 29], and nanophotonics waveguide design [20].

Computational design optimization is a continuously developing component of
the engineering design process and can be used to decrease manufacturing costs
and to increase product quality, while at the same time it o�ers interesting and
challenging research problems in each of the involved fields. Recent specialized
software, such as Altair OptiStruct, FE-DESIGN Tosca, COMSOL Multphysics,
and the Freefem++ toolbox for design optimization, indicate the demand for auto-
mated design optimization solutions at an industrial level.

1.2 Fictitious domain approximations

Traditional methods for dealing with multiple, repeated geometrical changes of the
computational domain in numerical implementations of boundary value problems
can become complicated. Complications arise mainly as part of the necessity to

21



1 Computational design optimization

adjust the computational mesh so that it conforms to each generated computa-
tional domain. An alternative to the standard approaches of remeshing and mesh
deformations is provided by the so-called fictitious domain methods. Fictitious
domain methods eliminate the need for mesh adjustments by embedding the orig-
inal domain into a fixed domain. In addition, the freedom of almost arbitrarily
selecting the computational domain enables the use of uniform meshes and thus
simplifies implementation.

The main di�culty that arises when using a fictitious domain method is how
to impose boundary conditions on the boundary interior to the extended, ficti-
tious domain. In case of essential (Dirichlet) boundary conditions, fictitious do-
main methods based on Lagrange mutltipliers have been developed [27]. In these
methods, mixed variational formulations are constructed, with coupling provided
through Lagrange multipliers. This Lagrange multiplier approach shares many
features with the finite element Lagrange multiplier formulation for weakly im-
posing essential boundary conditions [4], which, for strongly elliptic equations,
results in saddle-point formulations. Fictitious domain Lagrange multiplier based
methods have been studied, among others, for acoustics problems [30, 54]. An
alternative to the Lagrange multiplier methods is provided by penalty methods,
such as those relying on Nitsche’s method for weakly imposing Dirichlet bound-
ary conditions [16, 26, 53].

Throughout our work, we employ a simple fictitious domain approach, com-
monly used for layout optimization of elastic structures [8], which results in ap-
proximations of vanishing natural conditions on the boundaries located in the
fictitious domain. More precisely, provided a simply connected domain ⌦ with a
hole !, as for instance the domain depicted in Figure 1.2, we choose a compu-
tational domain b⌦ that contains this hole, that is, b⌦ = ⌦ [!. The variational
problem is then formulated throughout b⌦ and a domain indicator function ↵ with
values ↵|⌦ = 1 and ↵|! = 0 enters the governing equation. The function ↵ intro-
duces zero-weighted integrals over ! in the variational form, such as

Z

b⌦
↵( · ) =

Z

⌦

1( · ) +
Z

!

0( · ) =
Z

⌦

( · ), (1.3)

meaning that the equation vanishes in ! and the variational problem essentially
reduces to the original problem formulated in ⌦. A consequence of zeroing inte-
grals associated with ! is that the ↵-modified problem is not uniquely solvable
since it leaves the solution undetermined within!. A frequently used cure is to re-
place the zero value of the indicator function ↵ with a small positive number ✏. In
the context of elasticity and acoustics, such a fictitious domain approach is used
to model void and sound-hard scatterers, respectively. As we show in Papers II
and IV, this fictitious domain approach provides convergent approximations to the

22



1.3 The material distribution method

solution of the problems with exactly modeled homogenuous Neumann boundary
conditions in the case of a linear elasticity and a wave propagation problem.

1.3 The material distribution method

The material distribution method, which is based on the ↵-weighted fictitious
domain approach discussed in Section 1.2, is commonly used for design optimiza-
tion. In the material distribution framework, the design variables are mapped
to a relaxed version of the material indicator function ↵ that admits values in
the interval [✏, 1]. This relaxation enables the use of gradient-based algorithms,
but, on the other hand, results in designs that are polluted by intermediate val-
ues (✏, 1). To obtain almost binary designs, some penalization technique is often
used. A popular implicit penalization scheme, the so-called SIMP model, replaces
the domain indicator function ↵ with ↵s, where the parameter s > 1 controls the
amount of penalization. In the case of linear elasticity, a volume constraint guar-
antees that intermediate values are penalized, since they result in structures of
low sti�ness compared to the amount of used material [7]. An alternative to SIMP
is to introduce an explicit penalty term [37], such as a multiple of

Z

⌦

(↵� ✏)(1�↵), (1.4)

to the objective function.

Usually the penalized problem is ill-posed. As a consequence, numerical solu-
tions will depend on the computational mesh, meaning that it is not possible to
obtain a well-defined limiting optimal design by decreasing the mesh size. To re-
cover a well-posed mathematical problem, regularization strategies [10], denoted
design restriction methods, have been proposed. Design restriction methods ex-
clude from the admissible design set designs of arbitrary fine resolution by bound-
ing, for instance, a perimeter-like measure, or by reducing design fluctuations
through filtering. Existence of solutions to a particular design optimization prob-
lem under perimeter restriction has been established [3]. When filtering is used
as a regularization method, the value of the domain indicator function at each
element is replaced by a weighted average over a neighborhood. For the minimal
compliance problem of elastic structures, it has been proven that the filtered op-
timization problem is well-posed [12] and that a well-posedeness property holds
also after a finite element discretization [11]. Besides recovering well-posedeness,
filtering also prevents the formation of artificial checkerboard patterns [12, 15]
when explicitly optimizing over the values of the indicator function ↵.
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1 Computational design optimization

1.4 Mathematical models

1.4.1 Acoustic wave propagation

Sound waves are small amplitude longitudinal oscillatory variations in the density
of a compressible fluid. Assuming that the perturbation ⇢ of the fluid density is
small compared to the equilibrium density, we can linearize the equations of
mass, momentum, and energy conservation. Considering perturbations of an
inviscid, quiescent fluid, that is, a uniform fluid at rest, we can relate the density
perturbation ⇢ with the pressure perturbation P through the constitute equation
⇢ = P/c2, where c is the sound speed. By combining this constitute equation
with the linearized equations of motion, we conclude that the acoustic pressure P
satisfies the wave equation

@ 2P
@ t2

= c2�P, (1.5)

where � is the Laplace operator.
Under the assumption of time harmonic waves with angular frequency !, it is

possible to separate the spatial and temporal components of the acoustic pressure.
By combining the separation ansatz P(x , t) = Re p(x)ei!t with equation (1.5), we
conclude that the spatial function p satisfies the equation

�p+ k2p = 0, (1.6)

where k = !/c is the wavenumber. Solutions of the so-called Helmholtz equa-
tion (1.6) are single frequency waves, sometimes called monochromatic waves [35].

For the problems considered in this thesis, equation (1.6) is to be solved on
unbounded domains that contain acoustic scatterers and are free from sources
at infinity; that is, solutions are assumed to satisfy the Sommerfeld radiation
condition [47, 48], which in the two-dimensional case is expressed by

lim
r!1
p

r
Å

ikp+
@ p
@ r

ã
= 0, (1.7)

where r is the radial coordinate. Due to finite computational resources, the prob-
lems are solved on domains bounded by artificial boundaries. The radiating char-
acter of the original problems is approximated through properly chosen strategies,
such as perfectly matched layers (PML) or non-reflecting boundary conditions.

In the PML framework the computational domain is equipped with layers of
lossy material that are tuned to ensure almost perfect sound attenuation within
the fixed width of the layers. A properly manufactured PML makes any sensible
terminating boundary conditions, for instance sound-hard conditions, irrelevant
regarding its absorbing properties [43]. The presence of such layers of lossy
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materials in the computational domain leads to the following modified version of
equation (1.6),

r · (Drp) + k2�u= 0, (1.8)

where, in the two-dimensional case and under the assumption that the PML is
terminated by straight boundaries that are aligned with the coordinate system,
D = diag(�2/�1,�1/�2), � = �1�2, and �1, �2 are complex-valued functions di�erent
from unity only within the PML region [31].

Another type of a non-reflecting strategy we have extensively used on bound-
aries terminating infinite waveguides, is the impedance boundary condition

ikp+
@ p
@ n
= g. (1.9)

Depending on how the function g is chosen, the corresponding straight bound-
aries behave as sources and absorbers of planar waves. For instance, if g = 2ikA
for some complex number A, then the corresponding boundary absorbs outgoing
planar waves and delivers ingoing planar waves with amplitude A [5]. Note that
condition (1.9) constitutes a first order approximation of Sommerfeld’s radiation
condition (1.7), meaning that its performance as an absorbing condition relies on
the number of propagating modes through the waveguide. By choosing the width
d of the opening of a waveguide so that 0< kd < ⇡, we ensure that all non-planar
modes are evanescent [9, Subsection 3.5.2] and the artificial boundary at which
we impose condition (1.9) is non-reflecting.

Scatterers that consist of sound-hard boundaries, are modeled with the Neu-
mann boundary condition @ p/@ n = 0. Since acoustic velocity is proportional
to the normal derivative of the pressure p, this Neumann boundary condition
guarantees that there is no flux through sound-hard boundaries.

For illustration purposes, we construct the following model problem. Let D
be the shaded domain depicted in Figure 1.1, in which we consider monochro-
matic waves governed by equation (1.6). The domain ⌦ is a scattering object and
its boundary @⌦ consists of sound-hard walls. On �in and �out we impose the
boundary condition (1.9) with g = 2ikA and g = 0, respectively. If @D denotes the
boundary of D, then the sound-hard condition @ p/@ n = 0 is imposed at @D \ � ,
where � = �in [ �out. The variational form of this model problem reads:

find p 2 H1(D) such that
Z

D
rq ·rp� k2

Z

D
qp+ ik

Z

�

qp = 2ikA
Z

�in

q 8q 2 H1(D).
(1.10)

Moreover, it can be shown that the solution to problem (1.10) satisfies the equa-
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⌦

@⌦

D�in �out

Figure 1.1: The domain setup for the model Helmholtz problem (1.10).

tion Z

�in

|A|2 �
Z

�in

|p� A|2 =
Z

�out

|p|2. (1.11)

Equation (1.11) can be interpreted as an energy balance equation stating that the
portion of the energy that enters the domain D through �in is reflected back to �in
and the rest of it is leaving the domain through the boundary �out. Hence, it is
relevant to define the wavenumber dependent reflection coe�cient Rk on �in as the
quotient between the amplitude hpi�in �A, where hpi�in is the average value of p at
�in, of the reflected wave and the amplitude A of the incoming wave, that is,

Rk =
hpi�in � A

A
. (1.12)

Given wavenumber k, the transmission properties of the device can be character-
ized by the amplitude and phase of the complex number Rk. The model presented
here is relevant to Papers I, III, and IV.

1.4.2 Linear elastostatics

Linear elasticity is the theory of small deformations of elastic structures under
loads [25]. We consider the elastic body depicted in Figure 1.2. The body occupies
a domain ⌦ and contains a hole !. The boundary of ⌦ is denoted @⌦. The
equilibrium deformation is determined by a balance of the e�ective force density,
here assumed to vanish inside ⌦. Hence, the governing equation

�r · (Eru) = 0 in ⌦, (1.13)

where Eru = � is the linearized stress tensor, u is the displacement field, and
E is the fourth-order elasticity tensor. For homogenous and isotropic bodies the
following constitute equation holds;

Eru= �I(r · u) +µ
⇥
ru+ (ru)>

⇤
, (1.14)
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! ⌦

�t

�c

t

Figure 1.2: The domain setup for the linear elasticity problem (1.15).

where µ and � are the so-called Lamé parameters. If the body is fixed along �c,
then u|�c = 0. To impose a surface traction load t along �t and the traction-free
boundaries @⌦\ {�c [ �t}, as shown in Figure 1.2, we set the boundary conditions
n · (Eru) = t and n · (Eru) = 0, respectively. The variational form of the linear
elasticity problem under consideration reads:

find u 2 V such that
Z

⌦

rv · Eru=
Z

�t

v · t 8v 2 V,
(1.15)

where V =
�

v 2 H1(⌦) | v|�c = 0
 
. In the context of the ↵-weighted fictitious do-

main method presented in Section 1.2, this linear elasticity model is used for the
analysis in Paper II.
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Chapter 2

Summary of papers

2.1 Paper I: Fixed-mesh curvature parametrized
shape optimization of an acoustic horn

2.1.1 Problem statement

We optimize the shape of a planar acoustic horn in free space with respect to reflec-
tions measured at a waveguide attached to the horn’s throat. The computational
setup is depicted in Figure 2.1. The governing boundary value problem consists of
Helmholtz equation (1.8) with impedance conditions (1.9), where g = 2ikA at the
truncated waveguide boundary �in, and sound-hard conditions elsewhere. The
computational domain b⌦ contains the PML region as well as the domains ⌦ and
⌦d that are occupied by air and sound-hard material, respectively. Following the
↵-weighted fictitious domain approach presented in Section 1.2, a coe�cient ↵h

is used for representing the horn domain ⌦d, The variational form of the problem
under consideration reads:

find ph 2 Vh such that
Z

b⌦
↵hrq · (Dhrph)� k2

Z

b⌦
↵h�hqph

+ ik
Z

�in

qph = 2ikA
Z

�in

q 8q 2 Vh,

(2.1)

where Vh is the space of continuous, element-wise biquadratic functions. We spec-
ify the design boundary �d by introducing a curvature-based parametrization as
describe below. Given �d, we generate a domain ⌦d, represented and incorporated
in the governing equation through the coe�cient ↵h. The optimization problem
regards minimization of reflections back to the feeding boundary �in for a set of
wavenumbers K and reads:
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Figure 2.1: The computational domain for the horn problem.

min
#2⇥

1
2

X

k2K

|Rk|2 +
µ

2
k#k2 subject to (2.1) (2.2)

where # is a vector containing the design variables, ⇥ is the set of admissible
designs, and Rk is the reflection coe�cient defined by equation (1.12). The term
µk#k2/2, where µ > 0, introduces a Tikhonov regularization.

2.1.2 Main contributions and outcomes

We propose a flexible curvature-based parameterization combined with a fictitious
domain approach. Let �d be the boundary subject to design. We define �d as a set
of S connected line segments, of fixed length `, that form a polygonal line. The
design variables are chosen to be the angle di�erences # j between adjacent line
segments. Note that # j/` constitutes a discrete measure of the local curvature of
�d. Given �d, we generate a design domain⌦d using the o�set vectors w(nj+nj+1)/2,
where w is the width of the sound-hard material used to form the waveguide and
nj are the normals to the line segments comprising �d, as illustrated in Figure 2.2
(left). The back side @⌦d \ �d of the horn is not individually parameterized, since
computational experience suggests that its shape is of minor importance with
respect to the considered performance measure. Given ⌦d, we define the values
of ↵h by

↵h|En
= 1+ (✏� 1)

|En \⌦d|
|En|

, (2.3)

where | · | denotes the area of the corresponding set, En is the n-th element of the
computational mesh, and 0 < ✏ ⌧ 1 is a parameter characterizing the domain
⌦d. According to expression (2.3), elements which are entirely contained in ⌦d

are assigned the value ✏, while elements for which En \ ⌦d = ; are assigned
the value one. For the rest of the elements, that is, elements that contain a
portion of the design boundary �d, equation (2.3) interpolates between the values
✏ and one according to the relative fraction of each element En that lies in ⌦d.
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2.1 Fixed-mesh curvature parametrized shape opt. of an acoustic horn

Figure 2.2: (Left) The back side of the horn is generated by linear interpolation of the
offset vectors w(nj + nj+1)/2. (Right) The values of the area |En \⌦d| used
to find the values of the function ah.
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Figure 2.3: Optimal horns for 466–1480 Hz and their corresponding spectra. The horn
pixel-based representations correspond (from top to bottom) to 64, 32, and
16 design variables and the horn length is |�d|= 0.4 m in all cases.

Figure 2.2 (right) depicts an illustrative example of the mapping (2.3) for a single
line segment.

In this contribution, we solve the nonlinear least squares optimization prob-
lem (2.2) using Matlab’s routine lsqnonlin, which implements an interior, trust-
region algorithm with Gauss–Newton Hessian approximations. We fix the sound-
hard parameter ✏ at 10�8, and we perform experiments using 64, 32, and 16
design variables. Figures 2.3 and 2.4 depict horns optimized over the bands of
frequencies 466–1480 Hz and 293–392 Hz, respectively. The resulting horns trans-
mit remarkably well for the bands they were optimized, as can be seen from their
reflection spectra in the same figures. Moreover, our experiments indicate that
there exists a limiting design with increasing number of design variables.
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Figure 2.4: Optimal horns for 293–392 Hz and their corresponding spectra. The horn
pixel-based representations correspond (from top to bottom) to 64, 32, and
16 design variables and the horn length is |�d|= 0.4 m in all cases.

2.2 Paper II: Weak material approximation
of holes with traction-free boundaries

2.2.1 Problem statement

We consider the linear elasticity problem discussed in Subsection 1.4.2 under
the fictitious domain framework presented in Section 1.2. For that purpose, we
introduce a material indicator function ⇢, with values ⇢|⌦ = 1 and ⇢|! = ✏ in
the material and material-free regions ⌦ and !, respectively. The discrete weak
material approximation problem then reads:

find u✏h 2 bVh such that
Z

b⌦
⇢rv · (Eru✏h) =

Z

�t

v · t v 2 bVh,
(2.4)

where b⌦ = ⌦ [ ! and bVh is the space of continuous, element-wise polynomial
functions. Recall that the weak material parameter 0 < ✏ ⌧ 1 is chosen to
circumvent the problem of having a vanishing equation in !, which would leave
the solution undetermined in !. Here, we study the solution error introduced
by the weak-material approximation and the conditioning of the corresponding
system when a finite element discretization is used.

2.2.2 Main contributions and outcomes

We prove that there is a constant C > 0 such that the error ku� u✏hk1,⌦ between
the solution u of problem (1.15) and the solution u✏h of the weak material approxi-
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2.2 Weak material approximation of holes with traction-free boundaries

mation problem (2.4) satisfies

Cku� u✏hk1,⌦  inf
v2Vh
ku� vk1,⌦

+ ✏1/2 inf
v2Vh
ku! � vk1,! + ✏k�(u!)k�1/2,@⌦,

(2.5)

where u! is the continuous elastic extension of u in ! and �(u!) is the sur-
face traction on the boundary @! of ! from the inside. Using a finite element
discretization of problem (2.4), we show that, in case of quasi-uniform meshes,
there exists a constant C > 0 such that the condition number (A✏) of the result-
ing system matrix A✏ is bounded as

(A✏) Ch�2✏�1 (2.6)

for all ✏ 2 (0,1/2], where h 2 (0,1] is the mesh parameter. In addition, provided
a node numbering that corresponds to nodes in ⌦, @⌦, and ! sequentially, we
introduce the scaling matrix

D✏ = diag[IN⌦ , (1+ ✏)IN@! ,✏IN!], (2.7)

where N⌦, N@!, and N! denote the number of the nodal values within the sub-
scripted sets. Moreover we show that the condition number (eA✏), where eA✏ =
D�1
✏ A✏, is bounded independent of the weak material parameter ✏ as

(eA✏) Ch�2 (2.8)

and that the limit matrix eA0 = lim✏!0 eA✏ is well defined.
We solve problem (1.15) using a fine triangulation (h ⇡ 0.015) of the domain

⌦ depicted in Figure 2.5 (left) and we denote the solution as uref. The weak
material approximation problem (2.4) is then solved with and without using the
preconditioner (2.7) over the extended domain b⌦, which also contains the void
regions !, shown in Figure 2.5 (right) together with one of the used meshes.

In Figure 2.6 we present the error in the semi-norm |uref � u✏h|1,⌦ which, for
large ✏ values, is dominated by the weak material approximation term. Note that
the slope of the error curve tends to O(✏) as we decrease the discretization error
by using finer meshes. For ✏  10�4, the error is dominated by the finite element
bound O(h).

Figure 2.7 shows the dependence of the condition numbers (A✏) and (eA✏)
on the weak material parameter ✏. We observe that the condition number (A✏)
exhibits a growth inversely proportional to ✏, whereas (eA✏) is almost constant
throughout the studied range of ✏, and, furthermore, it is well conditioned as
✏! 0.
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Figure 2.5: (Left) The domain in which the original problem (1.15) is considered
and a finite element approximation uref is obtained. (Right) One of the
triangulations (h⇡ 0.082) used to solve problem (2.4) over the extended
domain b⌦ which also contains the void regions.
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Figure 2.6: The error |uref � u✏h|1,⌦ as a function of ✏ for three meshes with h⇡ 0.082
(Mesh I), h ⇡ 0.045 (Mesh II), and h ⇡ 0.026. The isolated points to the
left indicate the error for the limit problem with system matrix eA0.

34



2.3 Preventing resonances within approximated sound-hard material

0 10−8 10−4 100104

106

108

1010

1012

 

 

Mesh I, prec
Mesh I, no prec
Mesh II, prec
Mesh II, no prec
Mesh III, prec
Mesh III, prec

Figure 2.7: The condition number of the non-preconditioned (lines) and the precon-
ditioned (crosses) matrices as a function of the weak material parameter
✏. The asterisks indicate the condition number for the limit problem with
system matrix eA0.

2.3 Paper III: Preventing resonances within approximated
sound-hard material in acoustic design optimization

2.3.1 Problem statement

We study the e�ect of the material distribution approach to topology optimization
for the Helmholtz equation of acoustics. The variational form of the problem un-
der consideration is (1.10) for the domain depicted in Figure 2.8 (right), where D,
⌦, �in, and �out have been replaced with ⌦, ⌦H, �L and �R, respectively. Employing
the ↵-weighted fictitious domain method presented in Section 1.2, we introduce
a function ↵h such that ↵h = 1 whenever air is present and 0 < ↵h = ✏ ⌧ 1 in
regions filled with sound-hard material. Hence the solution of problem (1.10) is
approximated with the solution of the sound-hard material approximation prob-
lem:

find ph 2 Vh ⇢ H1(⌦) such that
Z

⌦̂

↵hrq ·rph � k2

Z

⌦̂

↵hqph

+ ik
Z

�L[�R
qph = 2ikA

Z

�L

q 8q 2 Vh,

(2.9)

where ⌦̂ = ⌦[⌦H, Vh consists of continuous, element-wise polynomial functions
on a meshing of ⌦̂, and ↵h is an element-wise constant function with values
↵h 2 [✏, 1], 0 < ✏ ⌧ 1. The extreme values ✏ and one correspond to regions
filled with sound-hard material and air, respectively. The objective is to find the
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Figure 2.8: (Left) Physical waveguide bend. (Right) Truncated waveguide bend.

distribution of sound-hard material in the design domain ⌦D shown in Figure 2.8
that minimizes reflections back to �L for a set of wavenumbers. For that purpose
we solve the problem

min
↵̃h

ñ
1
2

X

k

R2
k(↵h) + J�(↵h)

ô
subject to (2.9), (2.10)

where the reflection coe�cients Rk are given by equation (1.12). The penalty term

J�(↵h) = �
Z

⌦

(↵s
h � ✏)(1�↵s

h) (2.11)

promotes designs that solely consist of sound-hard material and air depending on
the penalty parameter � � 0 and it implicitly controls the amount of sound-hard
material in the final designs through the biasing parameter s 2 (0,1]. The design
variable ↵̃h is defined through the filter

↵h(x) =
Z

R2

↵̃h(y)�⌧(x , y)dy, (2.12)

where the filter kernel �⌧ is cone-shaped within radius ⌧, for the reasons dis-
cussed in Section 1.3.

2.3.2 Main contributions and outcomes

Formulation (2.9) can become ill-conditioned due to the occurrence of resonances
in regions of sound-hard material. Resonances, associated with the eigenmodes
of the Laplacian, can appear in the sound-hard region for certain frequencies.
To cure this issue, we weight the mass integral within sound-hard material so
that the conditioning of the finite element system improves. The proposed change
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Figure 2.9: (Left) The design used to test occurence of resonances, where white corre-
sponds to air and black corresponds to approximated sound-hard material.
(Right) The condition number of the system matrices for the original and
the stabilized problem for the design to the left of the figure.

enforces an e�ective increment of the wavelength for small values of ↵h, so that
the formation of resonances becomes irrealizable within the sound-hard material.
Our modification replaces the coe�cient ↵h in the mass integral of (2.9) with the
coe�cient ↵2

h, resulting in the stabilized variational form:
Z

⌦

↵hrq ·rph � k2

Z

⌦

↵2
hqph + ik

Z

�L[�R
qph = 2ikA

Z

�L

q. (2.13)

The sound-hard approximation problems (2.9) and (2.13) are solved using
nine-node square elements with h = 3.125 mm and ✏ = 10�8. For the domain de-
picted in Figure 2.9 (left), we observe that the condition number, depicted to the
right in the same figure, of the system matrix that corresponds to (2.9) exhibits
peak values for certain frequencies. In contrast, when the proposed formula-
tion (2.13) is used, the condition number e�ectively becomes independent of the
wavenumber k.

The optimal designs shown in Figure 2.10, are obtained with the method of
moving asymptotes [49] combined with a continuation approach, as explained in
the paper, with respect to the coe�cient � in the penalty term (2.11), where we
set s = 1/4 to avoid an observed tendency of the optimization algorithm to place
material close to the openings of the waveguides. The corresponding reflection
spectra in dB, R = 20 log10 |Rk| with Rk given by (1.12), are depicted in Figure 2.11
and indicate that, when using the stabilized problem, the optimization algorithm
was able to find a local minimum with better performance than when the unsta-
bilized problem was used. The stabilization also improves the performance of the
optimization algorithm in terms of number of iterations.
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Figure 2.10: Optimal designs for frequencies f (n) = 220 · 2n/12 for n = 3,4, . . . , 14
when using (left) the original problem and (right) the stabilized one.
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Figure 2.11: Reflection spectra of the optimal designs depicted in figure 2.10. The dots
indicate the frequencies for which we optimize.

2.4 Paper IV: Analysis of fictitious domain approximations
of hard scatterers

Here we analyze an ↵-weighted fictitious domain wave propagation problem, anal-
ogous to the one presented for the linear elasticity problem studied in Paper II.
However, since the bilinear form of the problem studied here is not strongly coer-
cive, the analysis becomes more involved. In addition, the di�culty observed in
Paper III, that is, the occurrence of resonances within the approximated sound-
hard scatterer, further complicates the study. For these reasons, we choose to
limit our analysis to the convergence properties of the fictitious domain approxi-
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mation of a scatterer in the continuous case, before discretization.

2.4.1 Problem statement

We consider the domain setup depicted in Figure 2.12. The domain for the
Helmholtz equation is D and the problem is supplied with the boundary condi-
tions discussed in Section 1.4.1. The associated variational problem reads:

find pD 2 H1(D) such that

aD(q, pD) = `(q) 8q 2 H1(D),
(2.14)

where

aD(q, pD) =
Z

D
rq ·rpD � k2

Z

D
qpD + ik

Z

�

qpD,

`(q) =
Z

�in

qg,
(2.15)

and � = �in [ �out.
In the context of the ↵-weighted fictitious domain method presented in Sec-

tion 1.2, we use a coe�cient ↵ to represent the scattering object that occupies ⌦.
The values of ↵ are ↵|⌦ = ✏, where 0< ✏⌧ 1, and ↵|D = 1. This fictitious domain
approximation of the hard scatterer in ⌦ results in the following problem.

Find p✏ 2 H1(bD) such that

a✏(q, p✏) = `(q) 8q 2 H1(bD),
(2.16)

where bD= D[⌦, a✏(q, p✏) = aD(q, p✏) + ✏a⌦✏ (q, p✏), and

a⌦✏ (q, p✏) =
Z

⌦

rq ·rp✏ �⌘(✏)k2

Z

⌦

qp✏. (2.17)

For ⌘(✏) = ✏ we recover the stabilization scheme introduced in Paper III in order to
prevent the occurrence of resonances interior to the approximated hard-scatterer.

2.4.2 Main contributions and outcomes

We generalize the stabilization technique introduced in Paper III by providing con-
ditions on the function ⌘ so that it acts as stabilization against resonances within
the scatterer. Moreover, we show that the stabilized fictitious domain formulation
provides convergent approximations of the solution pD to problem (2.14) and we
study the error introduced in view of the fictitious domain approximation.
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Figure 2.12: Conceptual domain setup for the Helmholtz problem (2.14).

Figure 2.13: The occurrence of resonances within the scattering object, when solving
problem (2.16) with ⌘(✏) = 1, that is following the standard framework
presented in Section 1.2.

We prove that if ⌘(✏)< 2/(k2diam2⌦), then there exists a constant c > 0 such
that

sup
q2H1(bD)\{0}

Re a✏(q, p)
kqk1,✏

� ckpk1,✏ (2.18)

for each ✏ 2 (0, 1/2], where the ✏-norm is defined by k ·k21,✏ = k ·k21,D+✏k ·k21,⌦. The
inf-sup condition (2.18) implies that the solution p✏ of problem (2.16) restricted
in D approaches the solution pD of problem (2.14) as ✏ ! 0. In addition, the
restriction of p✏ in the scatterer ⌦, that is p✏|⌦, approximates the solution of the
following continuous Helmholtz extension problem:

find p⌦✏ 2 H1(⌦) such that �⌦p⌦✏ = e�D
@⌦pD|@⌦ and

a⌦✏ (q, p⌦✏ ) = 0 8q 2 H1(⌦),
(2.19)

where �⌦ and e�D
@⌦ are the trace operators from ⌦ and D on the boundary @⌦

of the scatterer, respectively. The proof of the inf-sup condition (2.18) relies on
uniqueness of solutions to problem (2.19), imposed by choosing functions ⌘ that
satisfy ⌘(✏)< 2/(k2diam2⌦). In addition, by using condition (2.18), we show that
the stabilized problem (2.16) provides linearly convergent approximations of the
solution pD to problem (2.14), in which the scatterer is exactly modeled, that is,

kpD � p✏k1,✏  ✏CkpDk1,D. (2.20)
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2.4 Analysis of fictitious domain approximations of hard scatterers

Figure 2.14: The error kpD�p✏|Dk1,D as a function of the sound-hard material parameter
✏ for wavenumbers k = 20⇡n/c, n= 1,2, . . . , 15,16.

In Figure 2.14, we plot the error kpD � p✏|Dk1,D as a function of the parameter
✏ using logarithmic scale for both axes. Each line corresponds to a wavenumber
k = 20⇡n/c, where c = 343 and n = 1, 2, . . . , 15, 16. The slope of the depicted lines
tends to one as ✏! 0, numerically confirming estimate (2.20).
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