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Abstract

A combined view of the human brain and computer-generated virtual reali-
ties is motivated by recent developments in cognitive neuroscience and human-
computer interaction (HCI). The emergence of new theories of human brain
function, together with an increasing use of realistic human-computer inter-
action, give reason to believe that a better understanding of the relationship
between human brains and virtual realities is both possible and valuable. The
concept of “presence”, described as the subjective feeling of being in a place
that feels real, can serve as a cornerstone concept in the development of such an
understanding, as computer-generated presence is tightly related to how human
brains work in virtual realities.

In this thesis, presence is related both to theoretical discussions rooted in
theories of human brain function, and to measurements of brain activity dur-
ing realistic interaction. The practical implications of such results are further
developed by considering potential applications. This includes the development
and evaluation of a prototype application, motivated by presented principles.

The theoretical conception of presence in this thesis relies on general prin-
ciples of brain function, and describes presence as a general cognitive function,
not specifically related to virtual realities. Virtual reality (VR) is an excellent
technology for investigating and taking advantage of all aspects of presence, but
a more general interpretation allows the same principles to be applied to a wide
range of applications.

Functional magnetic resonance imaging (fMRI) was used to study the work-
ing human brain in VR. Such data can inform and constrain further discussion
about presence. Using two different experimental designs we have investigated
both the effect of basic aspects of VR interaction, as well as the neural correlates
of disrupted presence in a naturalistic environment.

Reality-based brain-computer interaction (RBBCI) is suggested as a concept
for summarizing the motivations for, and the context of, applications building
on an understanding of human brains in virtual realities. The RBBCI prototype
application we developed did not achieve the set goals, but much remains to be
investigated and lessons from our evaluation point to possible ways forward. A
developed use of methods and techniques from computer gaming is of particular
interest.
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Sammanfattning

Ett kombinerat perspektiv på den mänskliga hjärnan och datorgenererade vir-
tuella verkligheter motiveras av den senaste utvecklingen inom kognitiv neu-
rovetenskap och människa-datorinteraktion (MDI). Framväxten av nya teorier
om den mänskliga hjärnan, tillsammans med en ökande användning av realistisk
människa-datorinteraktion, gör det troligt att en bättre förståelse för relationen
mellan mänskliga hjärnor och virtuella verkligheter är både möjlig och värde-
full. Begreppet "närvaro", som i detta sammanhang beskrivs som den subjektiva
känslan av att vara på en plats som känns verklig, kan fungera som en hörnsten
i utvecklingen av en sådan förståelse, då datorgenererad närvaro är tätt kopplat
till hur mänskliga hjärnor fungerar i virtuella verkligheter.

I denna avhandling kopplas närvaro både till teoretiska diskussioner grunda-
de i teorier om den mänskliga hjärnan, och till mätningar av hjärnans aktivitet
under realistisk interaktion. De praktiska konsekvenserna av sådana resultat
utvecklas vidare med en närmare titt på potentiella tillämpningar. Detta inklu-
derar utveckling och utvärdering av en prototypapplikation, motiverad av de
presenterade principerna.

Den teoretiska diskussionen av närvaro i denna avhandling bygger på all-
männa principer för hjärnans funktion, och beskriver känslan av närvaro som
en generell kognitiv funktion, inte specifikt relaterad till virtuella verkligheter.
Virtuell verklighet (virtual reality, VR) är en utmärkt teknik för att undersöka
och dra nytta av alla aspekter av närvaro, men en mer allmän tolkning gör att
samma principer kan tillämpas på ett brett spektrum av applikationer.

Funktionell hjärnavbildning (fMRI) användes för att studera den arbetande
mänskliga hjärnan i VR. Sådant data kan informera och begränsa en vidare
diskussion av närvaro. Med hjälp av två olika försöksdesigner har vi har under-
sökt både effekten av grundläggande aspekter av VR-interaktion, och neurala
korrelat av störd närvaro i en naturalistisk miljö.

Verklighets-baserad hjärna-dator interaktion (reality-based brain-computer
interaction, RBBCI) föreslås som ett begrepp för att sammanfatta motiv och
kontext för applikationer som bygger på en förståelse av den mänskliga hjärnan
i virtuella verkligheter. Den prototypapplikation vi utvecklade uppnådde inte
de uppsatta målen, men mycket återstår att utforska och lärdomar från vår
utvärdering pekar på möjliga vägar framåt. En vidare användning av metoder
och tekniker från dataspel är speciellt intressant.
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Chapter 1

Introduction

The central theme of this thesis is how an understanding of (human) brain
function in realistic (virtual) environments can provide a foundation for the de-
velopment of computer applications deliberately designed for the human brain;
that is, designed with an understanding of how aspects of an application (can)
affect the working brain, and how one might interpret and adapt to brain mea-
surements. Experience with everyday reality is increasingly recognized as the
basis for cognition. The human brain has developed to support interaction with
reality, and humans are experts at dealing with phenomena and objects from
the real world. Together with the growing capabilities of modern computers,
this drives a development within human-computer interaction (HCI) towards
increasingly realistic interaction.

The use of realistic interaction is particularly important for applications that
relate directly to skill in the real world; in contrast to skill with the computer
application itself. The use of computer applications for training or rehabilitation
of everyday skills is a prime example. Virtual reality (VR) applications in
particular focus on the creation of realistic experiences that allow for transfer
to the real world (Rizzo et al., 2004).

1.1 Why human brains?
Today computers and computer applications are everywhere around us. They
are part of our everyday environment. This means that it is increasingly rel-
evant for HCI to understand how humans, and their brains, work in general.
The range of options available when designing HCI applications today is vast,
compared to just a decade ago. The limitations on what you can and should do
are increasingly found in aspects outside of the computer. In computer appli-
cations designed to interact with humans, this makes human nature, and basic
principles of human brain function, one of the most important constraints on
design and development. Computer applications may also play an important
role in supporting the human brain and cognition, for example, through rehabil-
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itation and training of cognitive functions. This aspect is becoming increasingly
important as dementia and cognitive decline are becoming serious issues with
an aging global population (Hebert et al., 2013).

Striving for an understanding of the human brain in an HCI context is only
helpful if such understanding is possible. Recent theories of cognition and brain
function increasingly present a coherent view on what the human brain does.
Common themes within such accounts can be summarized and condensed into
relatively simple general principles. Keeping such principles in mind makes the
consideration of human brains in practical HCI work feasible.

1.2 Why virtual realities?

A computer-generated VR environment is the most explicit way to create com-
puter applications that are designed to match the general capabilities of humans,
and their brains. The human brain has evolved in interaction with physical re-
ality, providing a basis for key functions such as navigation through space and
interaction with physical objects in the surrounding space. VR systems aim to
relate directly to such familiar interaction methods by, for example, integrating
interactive 3d-graphics and simulated physics with natural interaction hardware,
such as head-mounted displays (HMDs) and motion-trackers. A representative
example is the use of a motion-tracked HMD coupled with computer-generated
3d-environments and motion-tracked gloves, to allow natural interaction with
a 3d-environment populated with simulated physical objects (figure 1.1). Im-
ages of the virtual 3d-environment are displayed directly in front of the user’s
eyes and are updated by tracking the movements of the head to produce the
sensation of being able to look around freely in the virtual world. An effort is
made, both to make the input to the VR-system realistic and natural (move
the head to look around), and to make the output from the VR-system realistic
(interactive 3d-graphics). In essence, it is a central goal of virtual reality to
“fool the brain” and allow the brain to work as if in a real situation.

An important advantage of managing to fool the brain (and the body, to
some extent) is increased ecological validity. In this context an “ecology”
should be understood as an environment, and ecological validity concerns the
ability to transfer results from one environment/ecology to another. High eco-
logical validity means that the constructed environment matches the target
environment “closely enough”, so that results and observations made in the
constructed environment are valid in (transfers to) the target environment. For
example, ecologically valid training in a virtual environment (VE) means that
whatever the user learns to do in the VE, he or she can also do in the real
world. Similarly, ecologically valid results from research using a VE means that
these results are valid for how humans, and specifically, their brains, work in
everyday life.
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1.3 Presence

Figure 1.1: Classical full-fledged VR-setup, with motion-tracked head-mounted
display (HMD) and tracked, grip-sensitive, gloves. In this application the user
can move around freely in the world by turning the wheels of the wheelchair.
Hands are represented in the virtual world and can be used to grab and move
objects with simulated physical properties. The head is motion-tracked with six
degrees of freedom, allowing the user to look around freely by moving the head,
for example, to look under the table. This image is from an earlier VR-project
in our lab.

1.3 Presence

The concept of presence has played an important role in virtual reality re-
search and development since the inception of the field, as a kind of “subjective
realism”. The sense of presence is usually described as “the sense of being
there”, and it is related to the subjective experience of a virtual environment
as believable, realistic and engaging (Slater, 2002). Presence is also very closely
related to how the brain works, and to how the brain can be said to work in
a certain context at a given moment. More recent descriptions of presence as
“the ability to do there” and as the selection or acceptance of a hypothesis,
are particularly easy to relate to brain function. The ability to “do there” can
be directly related to the ability to use motor representations that are already
deeply rooted in the brain to interact within the virtual reality (Jäncke, 2009).
For instance, the desire to investigate something to the left and turning the
head and eyes towards this location is intimately connected in the brain and
encoded as efficient and familiar representations (Postma & Barsalou, 2009).
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1.4 Outline
This thesis proceeds in three steps, starting with a theoretical discussion of pres-
ence, grounded in theories of brain function, moving on to discuss actual brain
measurements related to presence, and wrapping up by considering applications
where the sense of presence play an important role.

The work on the theoretical papers (I and II), as well as the development
and evaluation of the prototype application in paper V, was primarily done by
me, with guidance and advice from Lars-Erik Janlert and Johan Eriksson. The
studies presented in papers III and IV were conducted by larger teams, but
I was responsible for the development of the VR systems as well as the data
analysis and the writing of the papers, as first author, in both cases.
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Chapter 2

Presence in theory

This chapter is about the theoretical basis for presence in the brain. An un-
derlying assumption for the perspective put forward here is that presence is a
general phenomenon of the (human) brain and of (human) cognition. As such,
a good portion of this chapter is spent on general theories of brain function.
Understanding the brain, as it has developed in interaction with reality, is the
foundation both for knowing how the brain is affected in a virtual environ-
ment and for understanding how brain measurements may be interpreted in
this context (chapter 3). A description of some important general ideas, such
as grounding and simulation, is followed by an account of how keeping basic
principles of brain function in mind can be helpful to HCI in general (paper I).
This is followed by a description of how we might understand important aspect
of presence within the framework constituted of the presented principles (paper
II).

2.1 Grounded simulation principles
One increasingly popular idea about the fundamental benefit of the brain is
that it is essentially about the ability to predict the future (Friston, 2003, 2005;
Hawkins, 2005; Schacter et al., 2007; Bar, 2007; Friston, 2010). More specifi-
cally, it is suggested that the basic function of the brain is to use information
from the past to make predictions on what might happen in the future. Schac-
ter et al. recently attempted to captured this idea with the concept of the
prospective brain, claiming that they “find it helpful to think of the brain
as a fundamentally prospective organ that is designed to use information from
the past and the present to generate predictions about the future” (Schacter
et al., 2007, p. 660). This idea can also be described using the concept of men-
tal simulations within the framework of grounded cognition (Barsalou, 2008;
Postma & Barsalou, 2009). Aspects of these mental simulations are stored in
brain areas related to the corresponding modalities, providing a basis for higher-
level aspects of simulations. The simulations are grounded in the modalities.
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Presence in theory

For example, the higher-level concept of “color” is related to simulations of see-
ing color, stored in the areas of the brain related to the actual perception of
color; and the concept of “up” is related to simulations of looking up, stored
in motor areas. Cognition is described as having a hierarchical structure where
concepts and phenomena at higher levels are grounded in lower levels. Mental
simulations can be directly related to the idea of prediction as a fundamen-
tal function of the brain. Running simulations based on current percepts and
current context essentially corresponds to simulating what might happen next.

The idea of the brain as a prospective organ has recently seen increasing
support from theories of brain function with explicit descriptions of how dy-
namic prediction models, potentially corresponding to mental simulations, may
be feasibly implemented in the brain. The free-energy principle in particular,
has been suggested as a potential unified brain theory with solid foundations
in the natural sciences and mathematics, compatible with a family of more
specific brain theories (Friston & Stephan, 2007; Huang, 2008; Friston, 2009,
2010). The importance of hierarchies and prediction errors are key aspects in
many of these theories. The hierarchical nature of the neocortex is related to
the power of hierarchical models (Friston, 2003, 2008) and to the prevalence
of hierarchical structure in nature (Hawkins, 2005; George, 2008), providing a
basis for representations in the brain based on experience with reality. In such
models higher levels correspond to aspects of the environment that are more
general and more persistent in time and/or space. Such higher levels provide
the context for interpretations and predictions at lower levels, for example, by
specifying that an animal seen at a dog show can be expected to be a dog. This
triggers a cascade of predictions at lower levels: expecting to see four legs, dog
hair, certain behavior, etc. The prevalence of top-down feedback connections in
the hierarchy of the neocortex matches this line of thinking well. It is when the
input to the brain does not match the expectations that information needs to
be sent upwards in the hierarchy. That is, when there is a mismatch between
the true input and the predicted input. It should be noted that the predic-
tions in question here can never be expected to be perfect; there will always
be some difference between the modeled expectation and actual input, and,
correspondingly, some information will always flow upwards in the hierarchy.

In paper I, I point to similarities between the theoretical perspective on brain
function outlined above and the theoretical framework of activity theory. Activ-
ity theory is helpful to relate the somewhat abstract ideas above to real human
activities and to previous use of theory in HCI (Kuutti, 1996; Kaptelinin, 1996;
Rogers, 2005, 2012). In activity theory human cognition is described as devel-
oped through internalization of human activities in the real world (Kaptelinin
et al., 1995; Kaptelinin & Nardi, 2006; Holzman, 2006; Wilson, 2009). “You are
what you do”, and without action, without interaction with the environment,
there can be no mind, no consciousness, and no cognition. Activities, and thus
cognition, are also described as being object-oriented, having some potentially
real outcome as the driving force for action. This fits nicely with a concep-
tion of mental simulations as grounded in interaction with reality, including
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2.1 Grounded simulation principles

the simulation of possible future situations as a fundamental aspect of human
action.

Particularly interesting for the subject matter of this thesis is how this frame-
work suggests that the brain essentially contains a model of reality, and that
brain activity in large part corresponds to experiences that are unexpected or
surprising; that is, not correctly predicted. Poor predictions can be caused
either by an incomplete knowledge of the phenomenon, or by fundamental un-
predictability. Predictions may fail because the model is incomplete, or because
the phenomenon resists modeling. Truly random stimuli can never be really ex-
pected and thus always give rise to a stronger reaction1. If the stimuli are fun-
damentally predictable however, the brain is excellent at detecting and adapting
to these stimuli. This effect can be recognized in many well-known phenomena,
such as repetition suppression, habituation, and odd-ball paradigms, commonly
employed as reliable effects in cognitive neuroscience studies. Given the hy-
pothesized correspondence between the experienced reality and brain activity
there are many ways to produce similar effects in virtual reality applications.
Different aspects of the computer-generated reality may be manipulated to be
more or less familiar, or more or less predictable2. This should correspond di-
rectly to increased brain activity in the areas of the brain where such aspect are
modeled.

The proponents of these theories are not shy about their potential. Karl
Friston writes that “one can see easily how constructs like memory, attention,
value, reinforcement and salience might disclose their simple relationships within
this framework” and that “if one looks at the brain as implementing this scheme
(minimizing a variational bound on disorder), nearly every aspect of its anatomy
and physiology starts to make sense” (Friston, 2009, p. 293).

In paper I, I suggest that the concept of grounded simulation may be used
to get a rough but useful sense of central aspects of the theories presented above.
One may take as basic principles 1) predicting and simulating how something
may be (in the future) is the basis for cognition, and 2) everything humans
learn must fit into existing structures that are ultimately grounded in reality.
These principles can be derived from the free-energy principle, but they may
be considerably easier to get an intuition for, in particular when interpreted
in terms of mental simulations. Strongly condensed, these principles may be
formulated as simulation and grounding, or together as grounded simulations.
Human cognition and the brain can be considered to be all about grounded
simulations.

1The real “problem” is with random timing. If the timing is familiar but not the outcome,
we can make predictions with a given uncertainty about the outcome, such as predicting the
possible outcomes of a thrown dice. But if the dice suddenly starts to move with no warning
we have no way to predict and prepare for this.

2In this context, fundamental (un)predictability is tightly related to data compressibility.
Data that can be compressed can in essence be predicted by the compression algorithm, while
data that cannot be compressed is truly random and unpredictable (Chaitin, 2006).
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Presence in theory

2.1.1 Understanding reality
One of the primary points of paper I is to demonstrate how common themes and
basic principles can be used to tie different concepts and theories from several
disciplines together. How concepts are connected to other concepts, and exactly
how they are interpreted, can depend greatly on the background of the reader,
and the current perspective. This section gives a few additional examples of
how concepts may be related to each other.

In many ways predictions, simulations, activities, imagination, presence,
understanding, and subjective reality are very closely related. Experience and
familiarity with interaction in a certain context is the basis for all of these.
Predictions and simulations can be considered to be essentially the same thing,
given the view that the brain makes predictions based on simulations, and
that simulations may be implemented using prediction models. Activities are
more explicitly grounded in the real world, but since simulations are based on
real-world experience, and since activities are partly internalized, this border is
also very blurred. Human imagination can be considered to be directly related
to dynamic simulations of “what might be”, based on internalized activities,
etc. Presence is tightly related to the ability to match sensible and familiar
simulations, grounded in real activities, to the current environment, and such
simulations are the basis for understanding anything, including reality.

Understanding something means that one knows how to interact with it,
what actions one could take, and what the result might be. Understanding
of a spatial location such as “to the left and a bit down” may be essentially
related to collected representations of how to act in relation to this location, for
example, how to look at it and how to reach for it (Postma & Barsalou, 2009).
These are actions with specific neural representations in the brain, and this
reasoning connects directly to the view that even abstract concepts are rooted
in the sensory-motor system of the brain (Gallese & Lakoff, 2005; Jäncke, 2009).

Understanding something, as described above, also underlies the perception
of something as “real”. To quote Hawkins, “predictability is the very definition
of reality” (Hawkins, 2005, p. 128). It may be clarifying to consider the opposite
of reality; the unreal. If something is unreal it means that it does not fit into
the current understanding of the world, it is inconsistent with the patterns one
has learned to recognize, and there is no basis for making predictions about
this phenomenon. Depending upon how large the deviation from the familiar
is, this may lead to confusion, breaks in presence, and/or a forced adaptation
of the models for what is familiar: that is, learning.

2.2 General implications for HCI
Keeping basic principles of brain functions, such as those summarized by grounded
simulation, in mind during design and development of computer applications for
humans can be greatly beneficial. Paper I relates principles such as grounded
simulation to human-computer interaction and illustrates their potential, for
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example, by relating to the theoretical framework of activity theory in order
to connect basic principles to a wider context, and to established use of theory
within HCI. Grounded simulation principles may provide a simpler or more suit-
able entry point for some practitioners, while providing support for guidelines
and communication of results in a manner similar to activity theory (Nardi,
1996; Halverson, 2002).

The diversity of HCI as a field is reflected in the range of theories used
within HCI, drawing on several related fields and several different views on
human cognition (Rogers, 2012). Basic principles with a firm relation to human
brain function and mathematical formulations, such as the free-energy principle,
have the potential to provide some common ground. By describing concepts
such as affordance (Gibson, 1983, 1986; Norman, 1988, 1999), situated action
(Suchman, 1987), and mental models (Rogers et al., 1992) in common terms
(see paper I) shared understanding and further development of the theoretical
frameworks may be facilitated.

New perspectives that are easily related to existing theory, and that focus on
extending and clarifying general themes, have a value simply by being a new way
of looking at, and communicating about, old things. In many cases it may be a
good idea to continue using the theoretical framework that one knows best, but
value can be added by interpreting it in light of grounded simulation principles,
not least by facilitating communication with practitioners not familiar with a
particular theoretical framework. An expanded grounding of HCI theory is
particularly valuable since it is an interdisciplinary field; different explanations
may support understanding and applications for researchers and practitioners
with diverse backgrounds. Focusing on relatively simple basic principles helps
making it feasible for practitioners to actually take the time needed to get
acquainted with them. Complexity has often been a major stumbling block for
HCI theory, preventing theoretical frameworks from gaining traction (Rogers,
2012).

Some further elaboration on the difference between mental models, as used
within HCI (Rogers et al., 1992; Rogers, 2012), and grounded mental simula-
tions, may be illustrative. Mental models were originally suggested as internal
constructions corresponding to aspects of the external world, used for prediction
and inference (Craik, 1967), and they have been used to explain major aspects
of human cognition (Johnson-Laird, 1983). This is clearly similar to the role
given to grounded mental simulations above. However, many different concep-
tualizations of mental models have been presented since these beginnings, and
most focus on how specific mental models, relating to specific mental or external
phenomena, might work, rather than on general principles for how all mental
models work, or how they develop in general (Barsalou, 2008). It has come to a
state where “Talking about mental models can be a dangerous thing”, because
there are so many different versions of what a mental model may be (O’Malley
& Draper, 1992, p. 73). The conception of grounded mental simulations in this
thesis instead focuses on the general nature of mental simulations, and on how
they change and develop through hierarchical grounding. The explicit connec-
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tions to mathematical models and neural implementations both support and
restrict further developments of the “grounded simulation” concept, hopefully
staving off excessive diversification of the concept.

One practical suggestion based on grounded simulation principles is that
the question to ask before all others is: what does the user expect? Research
related to these principles provides support for the critical importance of this
question, as well as suggestions on how one may begin to answer it. What
expectations must, can, or should (not) be violated, and how does this happen?
If one understands the expectations of the user, in context, it is possible to guide
the user deliberately by introducing information tailored to these expectations.
Expectations are largely based on previous experience, and information that
reaches higher levels of the user’s cognition is based on these expectations.
Considering how such information can be seen as prediction errors within a
large hierarchy of mental simulations is one example of how grounded simulation
principles can provide guidance. The importance of prediction errors is directly
related to the general impact of randomness and regularity in interaction, and
to the importance of existing mental simulations and familiarity with relevant
interaction phenomena. It is worth noting that one does not need to know the
details about how a user’s mental model is set up in order to take advantage of
basic principles when designing interaction systems. Identifying what is familiar
and what is predictable is valuable at each level, even if it is only done for parts.

2.3 Presence and synchronization
Building upon the same general principles of brain function as above, paper II
reasons about how it is possible to understand many of the phenomena gener-
ally associated with presence. The basic reasoning is based on a view of the
human brain as continually running a simulation of the surrounding environ-
ment, as suggested above, trying to match and anticipate the future as well
as possible. Such simulations have reached the brain through experience with
reality, through prediction errors that force refinements of the dynamic models.
The (hypothesized) fact that these mental simulations originate in the real en-
vironment leads to an expectation of similarities between actual reality and the
simulation in the brain, both in behavior and in structure. When the world the
brain currently inhabits is a computer-generated virtual reality, this perspec-
tive constitutes the foundation for an interpretation of brain function and brain
measurements as directly related to phenomena in and aspects of this virtual
reality, such as randomness in the behavior of some virtual phenomenon.

Inherent in the very meaning of the word presence is that something (the
subject) may be present in some environment or context. The first question
to be considered then, is what the subject may be present in. In the perspec-
tive provided by the principles described above the information that reaches
any higher levels of the brain (related to persistent phenomena) is related to
internal expectations of the brain to an extremely high degree, rather than be-
ing anything like direct information from the external environment. One way
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to think of such expectations is as mental simulations that together create a
subjective mental reality. This subjective mental reality may be more or
less influenced by the current external environment, but it does run on its own,
as “a generative model of the world it inhabits” (Friston, 2010, p. 135), to a
large degree. Sufficiently so that a reasonable answer to the question of what
one might be present in is: the subjective mental reality that is simulated in
the brain. Within this perspective, the degree of presence in a certain envi-
ronment may be considered to be the degree of synchronization between this
environment and your subjective mental reality.

Synchronization is both a state and a process, and both meanings are rele-
vant in this context. Synchronization as a state can be described as two systems
that do the same thing, and produce the same results. In this sense, describ-
ing presence in an environment as synchronization with that environment means
that the mental simulations that constitute your subjective mental reality match
(do the same thing as) phenomena in the candidate environment. For example,
presence in an office space may depend on your ability to correctly simulate the
result of possible interactions with a pen lying on the desk. Thinking of synchro-
nization as a process, on the other hand, is helpful to understand how the sense
of presence develops and changes through interaction with the environment. In
particular, it may provide valuable hints about the requirements for and lim-
itations of presence. Synchronization of the subjective mental reality with an
external (real or virtual) environment is driven by prediction errors, in relation
to current mental simulations. It is by resolving detected mismatches that the
synchronization develops, but in order for phenomena in an environment to be
successfully synchronized it must be possible to integrate them into the larger
hierarchy of mental simulations. That is, the parts making up the phenomenon
must be familiar (for example, familiar buttons on a novel remote) and there
has to be some context (higher-level simulation) in which the phenomenon fits
(for example, using a remote to play a movie).

One implication of this perspective on presence is that brain activity asso-
ciated with a high level of presence should depend strongly on the specifics of
the current environment and task. Conversely, a low level of presence should be
related to a mismatch between the actual brain activity and the brain activity
required to simulate the environment. If being present in an environment means
that your brain is simulating aspects of this very environment, then your brain
activity should reflect this, and being present in different environments should
lead to corresponding differences in the patterns of brain activity. In the case
of reduced or disrupted presence in relation to a specific environment, the “al-
ternate environment”, representing reduced presence, may be a state of general
confusion, a more confused version of the “presence environment”, or some form
of daydreaming. Such observations are clearly important for the interpretation
of studies on the neural correlates of presence, such as the study presented in
paper IV. This description also illustrates the importance of VR in creating an
environment that can immerse the user and engage their whole brain; a brain
developed to simulate and synchronize with complex realistic environments.
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In paper II this perspective on presence is further related to previous descrip-
tions of presence, and to potential applications and implications. Hierarchies
(grounding) and expectations (simulation) have been emphasized many times
before, for example, by describing presence in relation to levels of intentions
or activities (Riva et al., 2011), or by pointing to the importance of selecting
and maintaining a hypothesis about your environment (Slater, 2002; Slater &
Steed, 2000). Neither is describing presence as a general function of the brain
(not specific to VR experiences) uncommon (see, among others, Loomis (1992),
Biocca (1997) and Riva (2009)). What paper II adds to this picture is a fur-
ther generalization of the basis of presence in cognition and brain function, as
well as additional connections to areas such as physics, evolution and infor-
mation science. Among other things, this provides additional points of entry
for researchers and developers working within the multidisciplinary teams often
required for the development of computer applications designed for presence.

As with HCI theory in section 2.2, the general nature of the principles de-
scribed here makes it relatively easy to relate them to previous accounts of
presence. Paper II develops the relation to several such accounts, such as the
importance of avoiding “breaks in presence” (Slater & Steed, 2000; Slater, 2002),
the ability to use familiar representations to “do there” (Jäncke, 2009), success-
ful transformation of intentions into actions (Riva, 2009; Riva et al., 2011), and
the perceptual illusion of non-mediation (Lombard & Ditton, 1997; Riva et al.,
2011). For example, the illusion of non-mediation can be related to the absence
of (significant) prediction errors, in a well internalized and adapted mental sim-
ulation. Any mediating tool that works exactly as predicted gives no prediction
errors, if it is well known and correctly simulated, and becomes transparent to
the user.

2.3.1 Surviving the present
When the human brain is thought of as an organ developed trough interac-
tion with reality, through a combination of evolution and adaptation based on
experience, the sense of presence can be related to possibly the most critical
function of all: sensing danger and acting to optimize (future) safety. Feeling
present in an environment means that you are in sync with your surroundings
and ready to act. This is vital to your survival, and being able to detect that
this synchronization is flawed should be a very important capability, demanding
action or adaptation.

Summary
A view on the brain as continually striving to simulate the surrounding envi-
ronment facilitates both a basic understanding of brain function in general, and
a conception of presence as related to synchronization with an environment.
This view builds on an increasing appreciation for the importance of predicting
what might happen next, as a basis for human cognition and brain function.
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A user’s experience of a VE, or any computer application interface, depends
heavily on the user’s expectations. The totality of such expectations can be
summarized as the user’s subjective mental reality. The synchronization be-
tween this subjective mental reality and a specific external environment can be
said to correspond to the user’s degree of presence in this environment.

Two key aspects of this conception of presence, to keep in mind for the rest
of this thesis, are:

1. Presence is a general function of cognition, related to your familiarity with
and attention to your current environment. It is not specifically related to
immersive VR, although VR provides unique opportunities to manipulate
and explore all aspects of presence.

2. The brain activity related to presence, and differences in the level of pres-
ence, in any specific environment, is tightly related to the actual environ-
ment and the current task.
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Chapter 3

Presence in practice:
measurements

In order to move from presence in theory to presence in practice, including
practical computer applications, a basis in experimental studies investigating
the neural correlates of presence is desirable. We have conducted two studies
to investigate different aspects of brain activity in immersive VR environments.
Results from the first study are reported in paper III. Results from the second
study are reported in paper IV, as well as in Kalpouzos et al. (2010).

The method used in the work presented here is functional magnetic reso-
nance imaging (fMRI). FMRI makes use of the fact that the magnetic proper-
ties of oxygenated and deoxygenated blood are different to capture images of
the distribution of oxygenated blood in the brain. Such images are related to
brain function based on the assumed connection from the delivery of oxygen
to areas of the brain (via the blood), to the metabolism in the area, and to
local neural activity . This makes it possible to record changes in activity over
time in the whole brain, within the limitations set by the fundamental slow-
ness of the measured hemodynamics and the imperfect understanding of the
connection between the hemodynamics and the actual information processing
(Heeger & Ress, 2002; Haynes & Rees, 2006; Logothetis, 2008). In spite of such
limitations, the combination of whole brain coverage, good spatial resolution (a
few millimeters), and a decent temporal resolution (a few seconds), makes fMRI
the method to beat when it comes to large scale measurements of the working
brain. By comparison, electroencephalography (EEG), used in paper V and
further described in section 4.3, has poor spatial resolution and only measures
activity on the surface of the brain.

Most analysis of fMRI data is based on a statistical evaluation of the differ-
ences between images gathered in connection to experimental conditions. Such
difference images are called contrasts. The most common format for investi-
gating contrasts for fMRI are statistical parametric maps (SPMs) of t-values
(Friston et al., 1991). Such a contrast contains a map of all the voxels (volume
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elements, positioned boxes) in the brain, with the difference between two con-
dition maps scaled with the standard deviation. This corresponds to a value for
each voxel in the brain representing how big the difference between conditions is
in relation to the general variation at this voxel. Big effect sizes can be caused
by large differences in the mean signal or by low variance. Conversely, small
effect sizes may be caused by small differences in the mean signal or by high
variance.

3.1 Brain activity and realistic interaction
In our first fMRI-study, presented in paper III, we investigated the effect of
common aspects of realistic and dynamic interaction environments on brain
measurements using fMRI. Subjects were presented with a mental rotation task
while immersed in a 3d-world. Immersion was achieved by using a head-mounted
display (HMD) specifically constructed to be compatible with fMRI. Mental ro-
tation is a well studied task, studied first by Shepard and Metzler (1971) and
many times since, including several previous fMRI-studies (Cohen et al., 1996;
Tagaris et al., 1997; Mourao-Miranda et al., 2009). This provided a good foun-
dation for interpretation of which brain activity was related to execution of the
task in general, and allowed us to focus on the differences in brain activity in-
troduced by our manipulations. In our case, the specific task was to compare
a pair of 3d-figures presented inside the 3d-word. The 3d-figures where either
identical or mirrored, and they were oriented randomly, necessitating a mental
rotation in order to compare them. Brain activity was compared between three
different conditions, all with the same basic mental rotation task. The condi-
tions were with or without 3d-motion and/or interactivity. In the first condition
the task was conducted completely without motion, in the second condition the
task was conducted with an automatic 3d-rotation around the 3d-figures, and in
the third condition the subjects were able to control this motion interactively.

The primary motivation for this study was a general need to understand
how the brain responds to aspects of a VR environment, in order to enable
the use of brain measurements for evaluation of user interaction in realistic
environments. Evaluating interaction in realistic interaction environments is a
challenge, because of the complexity of the interaction and the freedom often
given to users. This is true for many realistic forms of interaction, as described in
relation to the framework of reality-based interaction (RBI) (Jacob et al., 2008;
Christou et al., 2009), and brain measurements has been suggested as an efficient
way to measure variables for user evaluation (Girouard et al., 2008; Hirshfield
et al., 2009b,a; Sjölie et al., 2009). However, in order to correctly interpret brain
measurements that may be related to, for example, user workload or presence,
we need to understand how brain activity is affected by prominent aspects of
a VR environment that may not be intended to affect the variables of interest.
Such understanding may also be needed for the further development of computer
applications that interpret brain measurements in realistic environments, in
order to adapt to the user in real-time. This type of application is further
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Figure 3.1: Brain areas significantly activated for the mental rotation task
in general (top), and areas with increased activity for 3d-motion (middle)
and interactivity (bottom). Increased activations are displayed as within
(green/bright) or outside (red/dark) of the mental rotation network (black out-
line). Images are surface renderings showing activations to a depth of 20 mm,
with caudal, right medial, dorsal and right lateral views, from left to right.
Figure from paper III.

described and motivated in chapter 4.
The mental rotation network, defined as all brain areas with significantly

increased activity during mental rotation in all of the conditions, matched pre-
vious results well for the most part (figure 3.1). The strong occipital activation
in our study is a possible exception, since this area has been inconsistently
reported in previous studies. Our interpretation is that this is based on differ-
ences in the chosen baseline. Our baseline had no counterpart to the complex
3d-objects rotated during the task, and visual inspection of the 3d-object is a
likely interpretation of the occipital activation. This interpretation has some
support in earlier work (Mourao-Miranda et al., 2009).

Automatic 3d-motion added little to the measured brain activity and the
additions that were detected were restricted to posterior and visual areas of the
brain. This result can be explained in relation to grounded simulation principles
as the pattern of motion was predictable at lower levels of the brain and thus did
not lead to any further prediction errors at higher levels. The effect of interactiv-
ity was remarkably different. In this case there were distinct increases in brain
activity in the frontal regions of the brain, and it largely overlapped with areas
already activated for the mental rotation task in general (figure 3.1). Within the
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theoretical perspective described in chapter 2 the increased activity from inter-
activity can be understood as a combination of increased unpredictability in the
environment and increased attention to the environment. Both unpredictability
and attention lead to an increase in prediction errors, either by making input
harder to predict or by making predictions more precise and sensitive. The
addition of interaction both makes the entire system more unpredictable (than
fixed speed rotation) and motivates the user to pay extra attention to how the
observed motions match intended interactions. This suggests that the addition
of interaction can be a valuable approach to stimulating more prediction errors
and increasing brain activity, potentially facilitating more efficient detection, for
example, for diagnosis of cognitive functions. The more frontal nature of the
effect of interactivity also fits well with the hierarchical structure of predictions
and prediction errors in the theories presented above. Environments that are
more dynamic and harder to predict lead to more prediction errors being fed
upwards, and to increased activity in higher-level, more frontal, regions.

We did not measure the subjects’ sense of presence in the different conditions
in our study, but similar conditions have been related to differences in reported
presence in other studies. In a study by Clemente et al. (2011) questionnaires
were used to compare reported sense of presence for a task conducted either
by looking at photographs or a video of a virtual environment (VE), or by in-
teractive navigation through the VE. They showed no significant difference in
reported presence between the conditions using photographs and videos, but
significant differences between both these conditions and the interactive condi-
tion. This provides some support for relating the increased activation in our
interactive condition to an increased sense of presence. In terms of the theory
presented in chapter 2 and paper II this may be related to synchronization in
brain areas related to the in-environment-task, though this is only a speculation
at this point.

3.2 Neural correlates of disrupted presence
The fundamentally subjective nature of presence makes investigation of the
neural correlates non-trivial. When using different designed conditions, like the
ones in our first study and the study by Clemente et al. (2011), to investigate
neural correlates of presence, it is necessary to complement these conditions
with subjective reports of experienced presence (as those collected by Clemente
et al). Baumgartner et al. used individual differences in reported presence,
together with analysis of connectivity between brain areas, based on a prior
hypothesis, to analyze neural correlates of presence in the largest study on the
subject to date (Baumgartner et al., 2008). The number of steps required for
this analysis illustrates the complexity in capturing this data. One alternative
approach is to focus on capturing what happens when the subjective sense of
presence changes in a (virtual) environment that objectively stays the same as
far as possible. Bouchard et al. (2009; 2010; 2012) demonstrated one such
approach by using different narratives to produce differences in presence while
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Figure 3.2: Brain areas with significantly increased BOLD-signal for time peri-
ods of disrupted presence. FPC = frontopolar cortex, LOTC = lateral occipito-
temporal cortex, TP = temporal pole, pSTC = posterior superior temporal
cortex. Figure from paper IV.

keeping the VE the same across conditions in other aspects.
In our second fMRI study we focused on capturing the neural correlates

of time periods of disrupted presence during an everyday task in a natural-
istic (virtual) environment. We used retrospective verbal reports to identify
times periods where subjects indicated that something in the environment was
“strange” (see, for example, Spiers & Maguire (2006b), for a similar approach).
Such strange time periods are interpreted as related to violations of expectations
underlying the sense of presence, leading to disrupted presence. Expectation
violations affecting presence can also be described as breaks in presence (BIPs),
a concept that been used to describe the avoidance of BIPs as central to the
maintenance of presence (Slater, 2002; Slater & Steed, 2000).

Our primary findings were increased activity in frontopolar cortex (FPC),
lateral occipito-temporal cortex (LOTC), temporal poles (TP), and posterior
superior temporal cortex (pSTC), all bilateral (on both sides of the brain). We
suggest two interpretations of this activation pattern as particularly interest-
ing: relating it to a self-centered form of mentalizing, or to recurrent forms
of grounding for a subjective mental reality that is in sync with a naturalis-
tic VE. These interpretations are not in conflict, but may be seen as different
perspectives on the same basic phenomenon. Considering them together may
illuminate both perspectives.

Mentalizing is often described as the human ability to perceive and think
about the mental states of other people, including motives, emotions, inten-
tions, etc., also described as having a Theory of Mind (Frith & Frith, 2003;
Frith, 2007). However, mentalizing has also been related to self-awareness and
self-perception (Frith & Frith, 2003; Moriguchi et al., 2006; Frith, 2007), and
may be related to the general simulation of agents (humans) with emotions,
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motives, etc., in a situational context. Although we did not have any other peo-
ple to mentalize about in our environment, mentalization is of interest in part
because of a striking overlap between our results and areas previously related
to mentalizing (Frith & Frith, 2003; Spiers & Maguire, 2006a; Frith, 2007), and
in part because of the importance of agency and the self in previous accounts
of presence (Riva, 2009; Riva et al., 2011). In particular, a study by Spiers and
Maguire on spontaneous mentalizing during an interactive real world task bears
a clear resemblance to our study, both concerning experimental design and re-
sults (Spiers & Maguire, 2006a). While their VE is populated with people and
ours is not, both studies use retrospective verbal protocols to investigate sub-
jective experiences during an everyday task in a naturalistic environment, and
their results include areas overlapping FPC, LOTC, TP and pSTC. As such, it
is possible that our results are related to brain functions common to mentalizing
and self-perception, supporting the mental simulation of (aspects of) an agent,
self or other, in a realistic environment and situation.

Another interesting interpretation of these results, in light of the theory
presented in chapter 2, is that all of these areas can be described as providing
context or grounding for mental simulations in ways that are important for a
sense of presence: relating the (changing) situation to: the current task and
overarching goals (FPC) (Koechlin & Hyafil, 2007), interpretation of (incongru-
ous) visual information (LOTC) (Michelon et al., 2003), emotional integration
and evaluation of the context (TP) (Olson et al., 2007), and interaction possi-
bilities (pSTC) (Frith & Frith, 2003; Frith, 2007). Modulation of activity level
in these brain areas is consistent with an interpretation of disrupted presence
as a re-evaluation of key aspects of a subjective mental reality, updating the
synchronization with the virtual environment as previous predictions fail. To-
gether with the self-centered mentalization interpretation this may also suggest
that these areas and the aspects they represent are important for the general
simulation of an agent in a realistic context. The significance of these regions
in the context of a naturalistic VR environment is supported by the variability
in subject behavior. These areas are consistently activated in connection with
disrupted presence, over a range of different situations within the VE.

These brain imaging results may inform further development of theoretical
accounts of presence, making them more precise. For example, the activated
brain areas in paper IV point to specific aspects of the subjective mental real-
ity discussed in paper II, that may be particularly important for accepting a
complex interaction environment as “reality”.

Summary
The two fMRI studies presented above represent two different approaches to
investigating the neural correlates of presence and realistic interaction. The
distinct conditions in the first study make it easy to relate brain activity to
environment and task but does not provide any explicit link to presence. The use
of “strange” time periods in the second study relies on a theoretical connection
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to disrupted presence and subjective classification of verbal reports, but provides
a possible view of changing presence in an ecologically valid VR scenario.

In light of the theory described in chapter 2, a good understanding of the
human brain in virtual realities (and the neural correlates of presence) requires
both types of studies. The first study exemplifies of how brain activity depends
on important aspects of the environment and task in VR, while the second study
contributes to an understanding of what happens when presence changes within
a specific, naturalistic, environment and task.

If brain activity related to presence depends on the specifics of the environ-
ment, as suggested in this thesis, more studies are required to build a complete
picture the neural correlates of presence, but these results make a good contri-
bution to the sketch so far.
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Chapter 4

Presence in practice:
applications

One important goal of the theory developed in chapter 2 and the investigations
presented in chapter 3 is to provide support for further development of computer
applications that are deliberately designed to work with the brain; deliberately
affecting the working brain, and adapting to its (measured) reactions. In this
context, the importance of presence can be illustrated by describing presence as
the sense that the computer works perfectly with the brain. The standard con-
nection between presence and VR, as exemplified by immersive 3d-graphics and
similar technologies, is essentially related to the fact that our brains are inti-
mately familiar with spatial interaction using our body; a familiarity developed
through a combination of evolution and experience. In this chapter, I relate
this conception of presence to emerging methods and applications within HCI,
with a particular focus on the potential for computerized cognitive training.
This includes the development and evaluation of an application for adaptive
and realistic cognitive training.

4.1 Reality-based brain-computer interaction
The framework of reality-based interaction (RBI) has been used to summarize
the underlying advantages (and disadvantages) of designing interaction with
computers to be similar to interaction with physical reality (Jacob et al., 2008).
RBI relates realistic interaction to human awareness of, and skill with, the
human body, the current environment, and the current social situation, as well
as a naïve human understanding of physics. By making interaction with a
computer more like interaction with the real world it becomes possible to use
familiar concepts to understand and predict the capabilities and functions of
a computerized system. This line of thought can be directly related to the
concept of presence; for example, when presence is formulated as “the ability
to do there” and related to existing motor representations. Both effective RBI
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and presence are strongly related to the familiarity of the current environment.
I have suggested the concept of reality-based brain-computer interaction

(RBBCI) as a way to summarize central aspects of the development of com-
puter applications that target the human brain (Sjölie, 2010, 2011). Figure 4.1
illustrates the multidisciplinary nature of RBBCI, with primary influences and
related areas of research. In terms of practical applications RBBCI builds on
a combination of VR (a form of RBI) and adaptive brain-computer interfaces
(BCIs).

Adaptive BCIs is a recent example of rising interest in adaptive psychophys-
iological computing in the HCI community. Measurements from the brain or
body, that is, physiological measurements, are increasingly employed as extra in-
put channels for computer applications (Fairclough, 2009; Tan & Nijholt, 2010).
These measurements can be related to the psychological state (thus the term
psycho-physiological computing) of the user and they can be used to adapt the
behavior of the application to psychological states such as frustration, overload,
or excitement (Picard, 2000; Daly & Wolpaw, 2008; Tan & Nijholt, 2010; Zan-
der et al., 2010). Brain measurements in particular provide a direct connection
to psychological and cognitive state that may be very valuable for applications
targeting cognitive training.

The integration of brain measurements into computer applications has tra-
ditionally been related to the use of BCIs to enable the user to deliberately
control an application “with their mind” (active BCI) (Tan & Nijholt, 2010).
The use of similar BCI methods for the passive adaptation of an application
has been suggested (Cutrell & Tan, 2007; Girouard, 2009; Zander et al., 2010;
Girouard, 2010; Zander & Kothe, 2011; Poel et al., 2012) and recent years has
seen a number of promising approaches (Hirshfield et al., 2009b; Plass-Oude Bos
et al., 2010; Solovey et al., 2012; Girouard et al., 2013) but such applications
are still rare and much remains to be explored. I have, for example, yet to
see an application that combines VR and realistic interaction with an adaptive
BCI in any explicit manner, although active BCIs have been used together with
VR several times (Allison et al., 2012; Scherer et al., 2012). Implicitly, the use
of adaptive BCIs in games sometimes involve game worlds with a measure of
realism, for example, when using measured alpha wave activity (see section 4.3)
to automatically shift the form of the game character in the World of Warcraft
(WoW) game (Plass-Oude Bos et al., 2010). Another recent application of adap-
tive BCIs is the use of functional near-infrared spectroscopy (fNIRS) to detect
multitasking in users and adapt the behavior of simulated robots accordingly,
requiring less input from users when they are otherwise engaged (Solovey et al.,
2011, 2012).

The conception of presence presented in this thesis can be used to relate brain
measurements to deliberate manipulations of phenomena in a VE. Essentially,
mental simulations develop through internalization to become synchronized with
phenomena in the environment. Aspects of phenomena to be synchronized, such
as predictability and familiarity, can be related to brain function via properties
of the corresponding mental simulations and the process of synchronization.
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4.1 Reality-based brain-computer interaction

Figure 4.1: Illustration of reality-based brain-computer interaction (RBBCI)
in relation to primary influences and related areas of research. Essentially,
RBBCI concerns how computer applications can be developed for the human
brain by consideration of human reality. The areas shown should be understood
as representative examples of how the primary influences are tied together by
previous research and existing methods.

Deliberate manipulation of virtual phenomena makes it possible to adapt the
computer-generated reality in order to, for example, provoke increased brain
activity and facilitate detection and diagnosis, or to optimize the development,
restoration, or maintenance of cognitive skills through training. Since the men-
tal simulations in question are presented as the foundation for cognition on all
levels, this approach is valid even for abstract mental tasks. This provides a
basis for the development of realistic and adaptive computer applications that
target cognitive skills and abilities; such as cognitive training, neuropsychiatric
rehabilitation or diagnosis of neurodegenerative diseases.

The concept of reality-based brain-computer interaction (RBBCI) is in-
tended to support the development of systems where the computer interacts
deliberately with the brain. The input to the brain consists of deliberately
constructed computer-generated phenomena in a virtual reality, and the output
from the brain consists of brain measurements that can be related to properties
of these phenomena in an informed manner. Thus, the computer interacts with
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the brain without deliberate involvement of the conscious user. To develop an
RBBCI application it is necessary to integrate the use of VR techniques and
adaptive BCIs with an understanding of how brain activity is affected, both by
VR in general and by possible adaptations of VR in particular.

4.2 Computer aided cognitive training
Computer aided cognitive training is among the most promising applications to
benefit from the collected consideration of human brains and virtual realities
presented in this thesis. Cognitive training is based on the idea that it is possible
to improve cognitive performance by practicing on certain tasks; tasks that
may be implemented using computer applications for computer aided cognitive
training. The basic cognitive and neural plasticity of the brain is well supported
by previous research, providing a fundamental argument for the feasibility of
cognitive training (Dahlin et al., 2008; Erickson et al., 2007; Klingberg, 2010;
Li et al., 2008), but the specific constraints on what is possible remain unclear.
One important factor for the possible applications of cognitive training is the
potential for transfer, that is, the potential for improvements on one (trained)
task to carry over to improvements on other (untrained) tasks. Transfer to
similar tasks is called near transfer while transfer to unrelated tasks is called
far transfer.

One form of cognitive training that has attracted much attention is working
memory (WM) training. Working memory refers to the capacity to temporarily
keep active and manipulate information in memory that is needed for higher
cognitive functions (Baddeley, 1992). Working memory capacity, that is, how
much information can be held active and manipulated at the same time, predicts
performance in a wide range of cognitive tasks, and many neuropsychiatric
conditions such as stroke or attention-deficit hyperactivity disorder (ADHD)
coincide with impaired WM (Klingberg, 2010). Several studies have shown that
performance on specific WM tasks such as 2-back (comparing the last number in
a sequence to the one presented 2 steps before) does improve with training, and
that this effect does transfer to similar, that is, near transfer, tasks (Klingberg,
2010; Li et al., 2008; Owen et al., 2010; Dahlin et al., 2008). However, the
magnitude and range of transfer, in particular the potential for far transfer,
remains disputed.

In a study by Owen et al. (2010) 11,430 participants training on cognitive
tasks online for several weeks failed to show any general cognitive improvements
outside of the tasks that were actually trained. How can this be explained given
the previously demonstrated potential for cognitive plasticity and transfer? Can
faith in the potential of cognitive training be maintained? The first thing to
consider is that the primary goal of the study in question was to investigate po-
tential general cognitive improvements. Even though the results include remarks
about a lack of transfer even between relatively similar tasks, the potential for
near transfer to similar tasks was not developed. Thus, we are encouraged to
take a closer look at near transfer, and to focus on how to achieve the necessary
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overlap and similarity between tasks, and a corresponding overlap in neural
correlates. This motivates the use of realistic interaction for computerized cog-
nitive training, and illustrates the need to train the right thing and to create
interactive systems with a high degree of ecological validity. RBI in general, and
VR in particular, provides a foundation for ecologically valid HCI by building
on the user’s skills and experiences from reality (Jacob et al., 2008; Rizzo et al.,
2004).

A powerful argument for the critical importance of both the amount and the
intensity of training can be found in research on expertise. In short, it has been
shown that what is needed to become truly skilled is a large amount of training
at a deliberately directed and adapted level of intensity and difficulty (Ericsson
& Charness, 1994; Ericsson et al., 2007). Humans are not born to become chess
masters or elite musicians but “experts are always made, not born” (Ericsson
et al., 2007). Deliberate practice must be directed to a level where the training
in question includes elements that one is not already skilled with, while at the
same time building on elements that one is familiar with. In essence, one needs
to make some errors in order to have something to correct and improve, but
too many errors will hamper learning. For physical tasks VR applications make
it possible to control and recorded interaction exactly, facilitating adaptation,
but this becomes problematic as the task becomes increasingly cognitive in
nature. This shortcoming can be addressed using a combination of BCIs and an
understanding of the human brain and computer-generated presence in virtual
realities. Tracking presence using brain measurements is a promising approach
to create systems that adapt training automatically, as described with RBBCI.

4.3 An RBBCI prototype application
In order to evaluate the RBBCI approach we constructed a system where brain
measurements were integrated into a game engine, and used this system to
develop a prototype application for adaptive and realistic cognitive training.
While fMRI measurements have great advantages for investigating brain func-
tion, there are many disadvantages, such as high cost and restricted mobility,
when aiming to develop systems for practical use and wide distribution. We
chose to move in the other direction, and instead made use of a commercially
available and affordable EEG-headset: the Emotiv Epoc (Emotiv Emotiv Cor-
porate, 2011). Applications that depend on tools such as the Epoc to make
cognitive training more efficient could potentially be widely spread and make a
real impact on, for example, the growing need to combat cognitive decline with
an aging population (Hebert et al., 2013). This direction is in line with recent
calls for taking BCI-applications from feasibility studies in the lab to practical
applications for real-world use (Plass-Oude Bos et al., 2010; Millán et al., 2010).

EEG is based on measuring differences in electrical potential on the scalp
that result from electrical currents in the brain (Silva, 2010). These currents
are the result of large numbers of firing neurons, and the different firing rates
are reflected in the EEG signal as a combination of oscillations at different
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frequencies. Even though the raw EEG-signal often has a millisecond temporal
resolution the actual features used are often based on the frequency spectrum,
calculated for time windows that may be many seconds long. It is common
to compare the power within bands of frequencies in such spectra. Standard
frequency bands are: delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-
30 Hz) and gamma (30-100 Hz). The upper limit of the gamma band can vary
and it is often left unspecified, as the high frequencies generally have much lower
power.

Using the Emotiv Epoc we implemented a form of adaptive BCI, inspired
by previous work on EEG-based classification of working memory (WM) load
(Gevins et al., 1998; Smith et al., 2001; Gevins & Smith, 2003; Grimes et al.,
2008). Grimes et al. (2008) presented an algorithm for classification of WM
load while investigating the effect of many relevant parameters, such as the
need for training data, number of electrodes, and levels to distinguish between.
They showed that it was possible to get an classification accuracy of up to 99%
for two levels, and that accuracy decreased in a controlled fashion as training
time, number of electrodes, etc., were reduced. Based on such previous work
we were hopeful that we would be able to create a working prototype using an
EEG-based adaptive BCI.

4.3.1 Realistic cognitive training

To increase the realism and the ecological validity of the training we imple-
mented a more realistic version of a classic cognitive training task, using an-
imated characters in a virtual 3d-environment to increase the realism of both
context and primary stimuli. The training task was based on the n-back task,
commonly used for working memory training (Dahlin et al., 2008; Jaeggi et al.,
2008). In a typical implementation of the basic n-back task, the subject is pre-
sented with a series of numbers and asked to compare each new number to the
one seen n steps before. With n=1 the question is if the new number is the
same as the last, with n=2 if it is the same as the number before the last, etc.
This requires the subject to remember the n previous numbers and to update
this list each time a new number is presented. The numbers can be exchanged
for any stimuli, and it is possible to create a dual n-back task, for example,
by presenting numbers at different locations, requiring the subject to remember
and compare both the position and the number for each new presentation. Such
a dual-n-back task can be very demanding and has been shown to improve mea-
sures of fluid (that is, general) intelligence (Jaeggi et al., 2008). In our version,
the task is to remember which characters have made which movements over the
last few steps (figure 4.2, left). The idea is that keeping track of what people
are doing in a 3d-environment is a lot closer to the type of realistic interaction
that humans are most familiar with, especially in an everyday context. Thus
this setup should be beneficial for ecological validity, and improve the chance
of transfer to cognitive improvements in everyday interactions.
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Figure 4.2: The two tasks implemented to evaluate a RBBCI system targeting
cognitive training. Left: realistic version of a dual-n-back task, asking who did
what, n steps back. Right: simple implementation of the classic space invaders
game. The player (represented by the gamepad) can move left and right and
must shoot down all the aliens (card symbols) before they reach the bottom of
the screen.

4.3.2 Adapting to arousal
The adaptive aspect of this implementation has two parts: what to adapt to
and how to adapt. Optimally we would like to be able to adapt to the amount
of prediction errors in relevant areas of the brain, tracking synchronization and
related presence. However, it is unclear if this is possible using the Emotiv Epoc,
so we instead focused on using pattern classification to estimate cognitive states
related to prediction errors, based on EEG-features. We chose to use reported
arousal as the output class, since arousal is easier to relate to prediction errors
than, for example, WM load. In essence, arousal can be related to the basic
detection that something is not as it should be, arousing humans to act in order
to change the environment to fit the predicted ideal. Arousal has also been
shown to have a direct effect on training effects, suggesting that the best effect
is attained when level of arousal is somewhere in the middle, not too low or too
high (Salehi et al., 2010). This is in sync with the desire for the right amount
of prediction errors.

To be able to get information on the users level of arousal we divided the
task into blocks of 60 seconds and queried the user about their level of arousal
after each block. See paper V for further details on this setup. These blocks
were also the level at which we introduced adaptation; that is, the conditions for
the task could change from one block to another, based on reported or classified
arousal, but not within a single block. Possible adaptations included changing
n (the number of items to remember), changing the time between new stimuli,
and adding randomness to the motions of the characters. The first two adapta-
tions are traditional parameters of n-back, while the third one was intended to
add unpredictability to the stimuli and thereby facilitate synchronization and
learning.

Because of difficulties getting this setup to work as intended we also imple-
mented a simple version of the space invaders game (figure 4.2, right), in order
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Figure 4.3: Left: Changes in difficulty (n) over time (green) and reported arousal
(blue). This illustrates one instance where the subject did not report any change
in arousal in spite of changing difficulty, for the latter part of the trial. Right:
Reported (blue) and classified (red) arousal for a trial with correlation r=0.6.
If the classified arousal is smoothed (green) one can see how it follows the trend
in reported arousal.

to further investigate the performance of the EEG-based arousal classification.
For this task the only adaptation was the speed at which the “aliens” move and
descend.

4.3.3 Evaluation
To evaluate the system we set out to gather data from a number of subjects,
with several trials per subject. Each trial was about 60 minutes long, including
introductions and initial familiarization with the program, etc. For each subject
an initial trial was used to gather training data and to evaluate the suitability
of the subject, since BCI performance is often highly variable between subjects
(Allison & Neuper, 2010). This was followed by four more trials in total, two
with increased unpredictability in character movements and two normal trials,
in random order. For each pair of trials (with or without increased unpre-
dictability) training data from the first was added to the classifiers used in the
second trial. Using this setup we hoped to be able to track how performance
in training and classification developed over time, while making it possible to
compare data with and without added unpredictability.

Unfortunately, while we managed to get this setup to work to a limited de-
gree for some individuals, we failed to create a system where this method worked
reliably across subjects and trials. This was in large part because of problems
in getting the desired connection between task parameters and (reported) user
arousal, especially for the n-back task (figure 4.3, left). The problem was further
aggravated since our adaptive setup was particularly sensitive to such errors,
and because of a high degree of noise in the EEG-signal with resulting uncer-
tainty in classification output. Because of these problems data collection was
aborted before completed as planned.

The classification performance achieved was not sufficient to support the
adaptations we aimed for, but a subset of trials showed a correlation between
reported arousal and classified arousal, indicating that systems of this kind,
while vulnerable, have the potential to work as intended in optimal conditions.
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Differences between the cognitive training task and the space invaders game also
suggest a possible role for gaming methods in addressing some of the problems.

The gathered data covers 18 trials over 4 subjects: 13 trials with n-back
and 5 trials with space invaders. For each trial we divided the data into two
equal parts and used the first half as training data and the second half as test
data. To investigate the classification performance we computed the correlation
coefficient (r) between reported arousal and classified arousal in the test data,
using classifiers based on the training data for the same trial. In total there
are 5 trials (28%) with r>=0.6 (see figure 4.3, right, for an example of a trial
with r=0.6). This can be broken down into n-back with 23% of 13 trials at
r>=0.6, and space invaders with 40% of 5 trials at r>=0.6. These statistics
are admittedly low power, but they may reflect increased arousal variation and
engagement in the space invaders task.

4.3.4 Conclusion
In retrospect our prototype probably tried to do too much at once. For ex-
ample, the adaptive setup made the application sensitive to variation in the
classification performance, and the amount of training data we used was less
than in many other BCI applications. This result should not be taken to mean
that commercial EEG devices cannot be used for adaptive BCI applications,
but perhaps as further warning to take one step at the time.

It is interesting to note that the “space invaders” game task showed better
performance than the n-back training task. Although this result is not statis-
tically significant, it does suggest a possibility for future experiments to create
functioning RBBCI applications. Presence and your synchronization with any
environment depends greatly on your attention to the environment. Game
technologies and methods include many ways to capture and direct the user’s
attention to the game and to the designed content, that may be valuable in BCI
applications (Nijholt et al., 2009; Gürkök et al., 2012).

Summary
The value of computer applications that combine realistic interaction with an
understanding of the human brain is exemplified using computerized cognitive
training. In particular, the use of adaptive BCIs that may interpret brain mea-
surements informed by theories of brain function may be used to track presence
and similar cognitive states, and adapt computer applications for optimal ex-
perience or effect. This combination of realistic interaction (exemplified using
VR) and adaptive BCIs is further related to a multidisciplinary context through
the concept of reality-based brain-computer interaction (RBBCI).

While we did not get the desired result using our RBBCI prototype ap-
plication, the case for the value of RBBCI is still valid, and we hope that the
approach and the methods described above will be further developed and evalu-
ated in future projects. It is still likely that a combination of realistic interaction
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and real-time adaptations to cognitive state will be a valuable approach for de-
velopment of applications for cognitive training, rehabilitation, and diagnostics.
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Chapter 5

There and back again

My initial interest in VR had much to do with computer graphics in general,
and the use of 3d-graphics in computer games. Working with VR was a way to
explore the cutting edge of computer graphics and interactive simulation. Since
then, over the last 15 years, computer games have developed tremendously to
cover both cutting edge technology and a wide range of applications, such as
serious gaming and edutainment. The evaluation of the RBBCI prototype appli-
cation above, and the importance of attention for deciding what is synchronized
into the user’s subjective mental reality, suggests that returning to a closer look
at engaging computer games may be fruitful.

While the concept of presence has been the central focus in only two of the
papers presented here it has always been there in my mind, as a concept that
is central to how the human brain works in the context of computer-generated
realism (as a generalization of VR). Papers I and III discuss and investigate
issues that provide valuable background for the reasoning about presence in
papers II and IV. A general interpretation of what presence is and of its role in
HCI saturates this thesis and underlies the view on presence-related applications
presented in chapter 4.

The concept of RBBCI is suggested to summarize the context of computer
applications relating to human brains, virtual realities, and computer-generated
presence. The essence of RBBCI is that brain function is intimately related to
the human perception of reality, and that the use of VR technology allows us
to manipulate the computer-generated reality, influencing what is synchronized
and thus the associated brain functions of the user. The computer interacts with
the brain through the presented reality, and by interpreting brain measurements
as resulting from aspects of, and changes in, this reality. Results from the brain
imaging studies presented here provide examples of changing brain activity that
may contribute to the interpretation of future brain measurements in similar
contexts.

Before I arrived at the RBBCI concept I considered describing my research
as immersive brain-computer interaction. The concept of immersion has several
definitions; my initial conception was of a system where the user was immersed
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in an environment that was in turn (partially) adapted to brain measurements
interpreted by the computer. Considering the possible developments towards
further use of gaming methods to improve RBBCI applications, however, it
may be interesting to further investigate the connection between presence, as
described in this thesis, and the concept of immersion as it is used within game
development and games user research.

5.1 Trails into the future
As suggested above, one possible continuation of the work presented in this
thesis is to integrate it properly with research on computer games and serious
gaming. The potential of games to grab users’ attention, and guide it to specific
aspects of a computer-generated reality (game world) can be very valuable. At
the same time, a focus on realistic interaction and everyday realism, or inte-
gration of tasks shown to work for cognitive training, is still rare in computer
games. The work presented in this thesis may provide guidance for the devel-
opment of games that integrate everyday realism and verified cognitive training
tasks with motivating gaming mechanisms.

While our difficulties in getting the RBBCI prototype to work as intended
suggests that the use of commercial tools for brain measurements still require
a lot of care, I do consider the use of such mass produced tools to be an im-
portant goal. If recent interest in head-mounted interaction devices such as the
Oculus Rift and Google Glass materializes into common use, such devices may
provide a platform for the integration of simple brain measurements, or at least
psychophysiological measurements in general.

Finally, the connections to mathematics and information theory provided
by the free-energy principle, briefly introduced in chapter 2, may provide math-
ematical solutions to analyzing the information content of a human-computer
interface, in relation to expectations and the subjective mental reality of the
user. Such an approach may facilitate an advanced form of user modeling, or
an integrated view of HCI systems, where the human-computer border is only
one of many borders.
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