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Abstract

Data mining is a fast-developing field of study, using corafiahs to either predict
or describe large amounts of data. The increase in data geddeach year goes
hand in hand with this, requiring algorithms that are mord arore efficient in
order to find interesting information within a given time.

In this thesis, we study methods for extracting informafrem semi-structured
data, for finding structure within large sets of discreteadand to efficiently rank
web pages in a topic-sensitive way.

The information extraction research focuses on suppoitdeping both doc-
umentation and source code up to date at the same time. Otoaappto this
problem is to embed parts of the documentation within sfiateomments of the
source code and then extracting them by using a specific tool.

The structures that our structure mining algorithms are tbfind among crisp
data (such as keywords) is in the form of subsumptions, ne keyword is a more
general form of the other. We can use these subsumptionsldddmger structures
in the form of hierarchies or lattices, since subsumptiaesti@nsitive. Our tool
has been used mainly as input to data mining systems andsimaligation of data-
sets.

The main part of the research has been on ranking web pagesutha way
that both the link structure between pages and also thermofteach page matters.
We have created a number of algorithms and compared thenheo algorithms
in use today. Our focus in these comparisons have been oergamee rate, algo-
rithm stability and how relevant the answer sets from theriigms are according
to real-world users.

The research has focused on the development of efficientithigs for gath-
ering and handling large data-sets of discrete and texatal d\ proposed system
of tools is described, all operating on a common databasaioimy “fingerprints”
and meta-data about items. This data could be searched ioysaigorithms to
increase its usefulness or to find the real data more effigient

All of the methods described handle data in a crisp manreraiword or a
hyper-link either is or is not a part of a record or web pagds Tieans that we can
model their existence in a very efficient way. The methodsaigdrithms that we
describe all make use of this fact.
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Sammanfattning

Informationsutvinning (som ofta kallas data mining averspénska) ar ett forsk-
ningsomrade som hela tiden utvecklas. Det handlar om adtralavdatorer for att
hitta monster i stora mangder data, alternativt forutségatida data utifran redan
tillganglig data. Eftersom det samtidigt produceras mérmer data varje ar staller
detta hogre och hogre krav pa effektiviteten hos de algeritom anvands for att
hitta eller anvanda informationen inom rimlig tid.

Denna avhandling handlar om att extrahera information $emi-strukturerad
data, att hitta strukturer i stora diskreta dataméangderattpa ett effektivt satt
rangordna webbsidor utifran ett Amnesbaserat perspektiv.

Den informationsextraktion som beskrivs handlar om stadaft halla bade
dokumentationen och kallkoden uppdaterad samtidigt. ¥mihg pa detta prob-
lem &r att Iata delar av dokumentationen (framst algoriskbeningen) ligga som
blockkommentarer i kéllkoden och extrahera dessa autsktatied ett verktyg.

De strukturer som hittas av vara algoritmer for struktuaggion ar i form
av underordnanden, exempelvis att ett visst nyckelord &igereerellt &n ett annat.
Dessa samband kan utnyttjas for att skapa storre struktioren av hierarkier eller
riktade grafer, eftersom underordnandena ar transitied verktyg som vi har tagit
fram har framst anvants for att skapa indata till ett infatioresutvinningssystem
samt for att kunna visualisera indatan.

Huvuddelen av den forskning som beskrivs i denna avhandimglock hand-
lat om att kunna rangordna webbsidor utifrdn bade derashalhech lankarna
som finns mellan dem. Vi har skapat ett antal algoritmer osat\iur de beter sig i
jamforelse med andra algoritmer som anvands idag. Desgérgdser har huvud-
sakligen handlat om konvergenshastighet, algoritmetiadditet givet osaker data
och slutligen hur relevant algoritmernas svarsmangdeahsetts vara utifran an-
vandarnas perspektiv.

Forskningen har varit inriktad pa effektiva algoritmer @t hamta in och
hantera stora dataméngder med diskreta eller textbasdedde | avhandlingen
presenterar vi aven ett forslag till ett system av verktym sobetar tillsammans
pa en databas bestaende av “fingeravtryck” och annan metaaade saker som
indexerats i databasen. Denna data kan sedan anvandasesedigoritmer for
att utdka vardet hos det som finns i databasen eller for a&tktaff kunna hitta ratt
information.
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Preface

The thesis consists of the six papers listed below and aoduttory part. In the
introductory part, a general background on data mining ésemted, as well as
more in depth coverage of the areas that are more closelgdeta our research.
The main findings of our research are described, as well aspped system for
handling large amounts of discrete and semi-structured. dahe main parts of
this thesis are followed by an appendix containing a Usetstd&for CHC (see
PapetIl).
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CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction

Each year more and more data is generated in various formrently in the mul-
tiple Exabytes per year range. Most of this data is in some ofpaw format that
must be refined before it can be used and understood. Morebi@trof this data
is stored on magnetic media of some sort for later retrieval.

To give some sense of scale, we will look at the Internet asxample of
how much information is available. Figufe1l.1 on the follog/ipage displays
the number of hosts (registered host names) available oimtinmet over the last
25 years. Moreover, the figure shows that the data traffic thesrinternet has
increased even faster. In fact, the sheer volume of datadashish week is so large
that no one would be able to read all the information withiifetiine. This means
that tools must be used to help find interesting informatwreven go so far as to
draw conclusions from the available data.

The tools might be simple or complex, but they can only worthwie data
they are given. The simplest tools available can only sefanrctecords containing
exact matches of the keywords given in the query. Having rimdoemation about
each document means that we can use more complex tools fatateaset. Two
very important attributes here are how structured the getas and whether there
is additional meta-data for each record.

If the data exist in a database or other forms of formally defidata-set, usu-
ally called structured datait can easily be searched and used by software. The
so called Deep Web is built up of rich information and datalsasccessible using
forms or other software, and is usually seen as being mugerdhan the static
web [100].

A bigger problem exists if the data has no apparent structurieas only a
minimal inherent structure. General text files tend to havetnucture outside of
those on the syntactical level, and are often seen as a typestifuctured data
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Figure 1.1: The number of hosts on the Internet 1982-200&T@traffic through
AMS-IX (the largest Internet exchange point) during 200232 [9].

Some form of natural language processing is usually rediir&ise such data-sets
efficiently as soon as something more complex than a pure d&a&ysearch has to
be done.

There is also the middle ground between structured anduatsted data called
semi-structured dataA lot of the file types currently found on the Internet (such
as HTML and PDF) allow a number of structural parts such adihga and hyper-
links pointing to other documents. This is the type of datd e have focused on,
even though our indexing works on unstructured data as well.

It is also possible to use descriptive information aboutdat rather than the
actual contents of the data. Such information is catferla-dataand usually con-
tains information about elements and attributes, recandss&ructures, and prove-
nance of the data. Typical examples of meta-data includeadhee, size, data type
and length of each field available in the data-set, as well lzeravit is located,
its association to other data, ownership of the data, etd¢aldata can sometimes
be seen as a model of the original data, thereby allowingegjans and users to
search and browse the available meta-data rather thanitieabdata-set. As an
example, the abstract of a book is together with the CIP agcmpposed to give a

1A Cataloging in Publication record is a bibliographic retprepared by the American Library
of Congress for a book that has not yet been published. Whehdbk is published, the publisher
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CHAPTER 1. INTRODUCTION 3

selling but objective sampling of the content of a book withgoing into details.
This can be seen as a case where meta-data is used to enhanceftiness of
the data it describes [1I01]. An analogue would be to use thaitebto provide
an overview of all available pictures in a gallery rathemth&ing the full pictures
directly.

This thesis collects the results from three different migjelealing with semi-
structured data or meta-data. The first one, calledBXT, extracts meta-data
from source code. The second one, callediCHinds structure within large sets
of discrete meta-data. The last, and most important, oneei$¥oT project. It
uses structural as well as textual elements from semitstieat documents in order
to rank them, and is by far the most complex of the three ptajec

1.1 Research Questions

The main questions that the research in this thesis triesswer are:

e How can we find and extract structural information or embéeddista from
discrete data-sets?

e How can we find and rank web-pages in a topic-sensitive waydorithms
that are more efficient (at least in practice) than the ctigrdamown ones?

includes the CIP data on the copyright page. This makes bomdepsing easier for both libraries
and book dealer§]8].
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CHAPTER 2. DATA MINING 5

Chapter 2

Data Mining

Data mining is a collective term that stands for a number fiédint procedures
and methods for finding interesting information in large ams of data. Other
names used for the concept include deductive learningpeadpky data analysis,
and data driven discovery [47].

While data mining can be applied to any type of data-set, st been used
extensively in business systems. Data mining tools usdallyot work directly on
a “live” database that contains day to day transactionsppatate on a modified
and summarised database calledata warehouse A data warehouse contains
aggregated and cleaned information from the “live” database. ideally no false
or extraneous data [47, 171, 133].

Another difference between a regular database system aathardning sys-
tem is in their operation. The user of a database system &xpaxisp answer to
each query, for example, is a seat available on a certain.fligte answer given by
a data mining system could be in the form of possibly inténggpatterns or meta-
data describing something in the database, for exampley exser that bought
articlea also bought articld [4.7].

Data mining approaches are usually grouped into eitherigiresl or descrip-
tive systems, according to the taxonomy in Fidure 2.1.

Data mining

/ \

Predictive Descriptiv
o o T

o - "~ Time series - . - Association  Sequence
Classification Regression . Prediction Clustering Summarisation . eq
analysis rule discovery discovery

Figure 2.1: Data mining taxonomly [47].
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A predictivesystem makes some sort of a prediction for new values based on
already known values in the data-set. Predictive appraaicindude classification,
regression, time series analysis and prediction systems.

¢ A classificationsystem maps each object into one of a number of predefined
classes.

e A regressionsystem finds some sort of function that as closely as possible
matches the given data. One of the the attributes of the gawedlelled by
the other attributes using the function.

e Time series analysisxamines the behaviour of a value over time.

e A predictionsystem tries to foresee a future state given current andopeyv
states. These systems are often used to give early warningforal phe-
nomena, like earthquakes and flooding, as well as other sepredictable
systems like speech recognition and pattern recognitidh [4

A descriptivesystem tries to find relationships in data, e.g. patternsstidb
the time it is not used to predict future values, but can be ts@nalyse different
attributes in the data. Descriptive approaches includsteting, summarisation,
association rule discovery and sequence discovery.

e Clusteringis related to classification, but creates the classes by ubm
existing data.

e Summarisatiordiminishes the amount of data, while retaining as much sig-
nificant information as possible about the initial data set.

e Association rule discoveryies to find associations between different items
in the database.

e Sequence discovelyoks for patterns where one event leads to another event.

Most of our work has been on different descriptive approaciluding in-
formation extraction (see Sectibn.1), clustering (se=i®@HZ.2), mining for as-
sociation rules (see Sectibn2.3) and web-based data ns@egChaptdd 3).
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CHAPTER 2. DATA MINING 7

2.1 Information Extraction

Information extraction is the process of extracting, cotimguand compiling in-
formation from the text of a large corpus using machine liegr{bl]. Information
extraction systems are generally used to extract infoomatbout a page, storing
it in a form that makes queries and retrieval of the data ag ead efficient as
possible. Typical examples of information extraction eys$ include RSV[[53]
and WHISK/CRYSTAL [125/°126].

2.2 Clustering

One widely used form of descriptive data mininglsstering Clustering is related
to classification, but uses the existing data to autométicgnerate the classes.
Clustering is also callednsupervised learningr segmentationA very important
notion in clustering isimilarity, i.e. how closely related two (or more) items are to
each other. Clustering works by automatically groupingetbgr smaller clusters
(i.e. data points with similar values) until either eachstdu is “sufficiently” large
or a certain (predefined) number of clusters have been rdache

Clustering can be seen as finding groups of facts not prdyikmswn in large
data. There are numerous ways of clustering data-setsndieyggeon, for example,
type and distribution of data. An excellent review of thetestaf the art in data
clustering was published by Jain et al. in 1999 [76].

2.3 Mining for Association Rules

Mining for association rules is looking for patterns acaéogdto which one item is
connected to another item. There are many different afifgitmavailable support-
ing mining for association rules. Most of them fall into twifferent categories,
unsupervised and supervised mining (see Sedfiond 2.3 3@ respectively).
The rules found are usually in the form of an implicati¥n=-Y. Each rule

found is marked with the quality attributes called suppad eonfidence. A formal
definition is included in order to introduce the notation &maninology used later
in this text.

Finding, Extracting and Exploiting Structure in Text andgéytext



8 2.3. MINING FOR ASSOCIATION RULES

DEFINITION 2.1 Letr ={ly,l2,...,In} be a set oftemsor anitemset Let » be

a set oftransactions where each transactioh is a set of itemsT C 1. We say
that a transactiofl contains Xif X € T. The fraction of transactions containing
X is called thefrequencyof X. An association rulds an implication in the form
Y = Z, whereY,Z C 1, andY NZ = &. This rule holds in the transaction set
with confidencen if the fraction of the transactions containiigthat also contain
Zis at leasti. The rule hasupport sin the transaction sen if the fraction of the
transactions irp that containy UZ is at leass [47].

ExAMPLE 2.1 Given a database with three iteims {iy,i2,i3} and five transac-
tions D = {{i1},{i1,i2},{i1,i2,is},{i2,i3},{i2}}, we can say that the support for
i1=i2iss(ip=1ip) = % = 40% and the confidence igi; = i) = :% ~ 67%. We
can also see thafi, = i3) = Z = 40% andu (i, = i3) = % = 50%, soi; = i, has

more confidence than = i3 while they have equal support.

2.3.1 Unsupervised Mining for Association Rules

Unsupervised association rule mining systems autombtisaarcho to discover
association rules having high confidence and support, witbeing guided by
input from the user. The most commonly used algorithm isd#priori [47,[129].

Apriori builds upon the fact that only subsets of large sets be large, and
the assumption that only large subsets can give new infesm#tat is potentially
important. This means that the possible solution space eanumed quickly while
checking the combination of all itemsets that differ in oafye member. A support
parametesis used in Apriori to decide which itemsets are consideregklaThis
means that the algorithm will ignore rules with high confiderif the support is
too small [47[ 64, 129].

Example[ZP on the facing page shows how Apriori would primeesolution
space using already found information. Unsupervised daagwill not be dis-
cussed further in this thesis, since it is not the focus ofabek described here.

Ola Agren



CHAPTER 2. DATA MINING 9

EXAMPLE 2.2 Suppose we are given a data-set with three itég #ndC), and
two of these A andB) appear frequently while the last on€)(does not. Com-
bining itemC with eitherA or B results in an itemset that is not frequent enough,
thus indicating that these can safely be ignored from furthéculations by Apri-
ori. This implies that only the intersection #fandB (denoted{A,B}) can be a
frequent itemset when combining these itemsets. Thisustithted in the lattice in

Figure[Z2.

A B 1o

N DG Bo

RE)

Figure 2.2: Lattice of itemsets for Examjlel2.2, wittquent andinfrequent item-
sets. Dotted lines can safely be ignored by Apriori, sindeasdt one of its parents
are infrequent.
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10 2.3. MINING FOR ASSOCIATION RULES

2.3.2 Supervised Mining for Association Rules

Supervised mining for association rules is often perforraedh data warehouse,
where the available data is already somewhat summarisedleaed. The data
that is operated upon is usually described not only by a yalutealso by a number
of attributes that describe from whom and where it camell4}., 6

EXAMPLE 2.3 Assume that we have a company that has two branches in Umea
and one in Stockholm (both cities are in Sweden) as well asrohendon, Eng-

land. The company sells electronics (television sets amthiple CD players,
among other products) and mirror shades. To improve itsatipais the company
wants to use the sales data gathered from each branch to rsi@kates of the
number of units of each product type which need to be preeddeEach branch

of the company has sent in the sales figures for each prodpetfty each day

to the central data warehouse that houses this data in aadatalbhis means that
each data value is marked with a number of attributes, sudataslocation, and
product type.

Each attribute of Example—2.3 can be seen as a hierarchy awits as il-
lustrated in Figuréd_213. Such hierarchies are often redetoeasconcept hier-
archies[44,[64]. We have explored automatic generation of conceptifchies
usingCHiIC [140,[141, PapelSlI=l].

location date product

province_or_state

B
06

Figure 2.3: Examples of concept hierarchies for Exarfiple 2.3
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CHAPTER 2. DATA MINING 11

The usual way of looking at the data in a supervised systemtiei form of an
n-dimensionalata cubesuch as the one in FiguteR.4. Each side of the data cube
corresponds to the current view level in the hierarchy ofatigbute, also called
facet Another name for a data cube @n-Line Analytical Processing (OLAP)
cube[47,64 [129].

D .

©Q Mirror shade}/

\)o\
S

3 -
Television sets

CD players

2008

2007

date (year)

2006

2005

London
Stockholm
Umea North
Umeé City

location (city)

Figure 2.4: Data cube corresponding to Exaniplé 2.3 and #rarchies (facets)
shown in Figuré€Z]3 on the facing page.

Each block in the cube corresponds to the chosen hierareblydéeach facet.
It is marked with the aggregated values of all underlyinglewn the hierarchy as
well as its support (see Definitiga 2.1 on pdage 8). This culmebeachanged and
examined by the user to find interesting patterns.

It is up to the user to choose operations (see Table 2.1 orolloaving page)
in such a way that new information can be deduced from thédata This means
that the output from using supervised mining for assoaatides will depend on
the user expertise in both the domain and the tools used.

A typical starting point would be to look at highly aggreghtalues over either
time (e.g. sales data per year) or per product, and themgdrdiown to find patterns
in the data. This would show variations due to season, lpcaleroduct in our
example.
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Table 2.1: Typical operations that can be performed on acldia [47 | 64].

Operation  Result

Transpose  Changes the positions of facets with respect tothiers
Slice/dice  Choose a specific slice in one (or more) dimension
Drill-down Goes to a lower level in the hierarchy of one f&cet
Roll-up The opposite of drill-down

aThe data cube in FiguEE2.4 on the previous page has alreadydsiled down to the “city” and
“type” level in the location and product facets, respedjive

2.4 Thesis Contributions

There are two separate subareas within data mining thattvesme studied in the
present thesis. Each of them will be handled in its own sulmebelow.

2.4.1 Algorithm Extraction

A lot of research has been done to ensure that documentdtisoftavare is as
up-to-date as possible, but there are still some open prbldhere is usually a
semantic gap between the source code and the documentatiseveral reasons;
the source code and the documentation are not always wattdme same time,
different programs are probably used to edit them, etc. iif@ans that whenever
a change is done in one, it needs to be transferred to the other

Our approach is to extract some parts of the documentation fhe software.
This means that the documentation and source share the dapimfilying that
there is an increased likelihood that the documentatiohbeilipdated whenever a
change is made to the source statements and vice versae clintplified version
of literate programming seen inveeb [52].

While truly automatic extraction of algorithms has not yeeh mastered, it is
at least possible to use comments in order to add to the soodsewhatever infor-
mation is required. AGEXT [L39, Papelll] is a proof of concept implementation
that extracts alstrategiccomments from ANSI C (see Examplgl2.4 on the facing
page), retaining the indentation of the source code in thraeted comments.

The main idea is to allow a textual description of the aldinis to be embedded
within the source code, and extract it when required. Thigks/@n a similar way
to cext ractf, doxygen [[134] and JavadoC ]54] to extract (part of) the fiamc
comments of the source files, but with less requirements ercémment mark-
up from the tool’s viewpoint; Example—2.4 shows that the canta can be quite

1Source code available frofit p: /7 dev. W3. or g/ cvsweb/ Anaya/ t 0ol s/ cextract- 1. /7]
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elaborate because of the requirements from other toolkisrcaseATEX.

ExAMPLE 2.4 Given the following source code:

[* Function f(x) = x*x*x-x */

int f(int x)

{
/* \'begi n{equation} \mathcal {Z \rightarrow Z}, f(x) = x"3-x */
return x*x*x-x; /* will not work if x is too large */
/* \label{eq:f} \end{equation} */

The BTpX embedded in the tactical comments of the source code alemarg
ates Eq.[(Z11).
f:
z—z,f(x) =x—x (2.1)

2.4.2 Structure Extraction

The concept hierarchies used when doing supervised miningskociation rules
(see Section2.3.2) are normally defined at the same timeeadatabase or by
using predefined hierarchies, such as Dublin Cork [46] or Z2]. This will not
work that well when the data-set consists of free-text teonisee-text meta-data
describing each record. The main problem is that changiegéhof records to be
included may yield a different set of terms to use as well.sTheans that there
has to be an automated process to find the concept hieragitéasby the terms.

The process finds subsumptions, i.e. terms that exist incad@mnly if another
term exists there as well but not vice versa. These subsangpére then used to
build up hierarchies that can be used either for semanticises for documents or
for doing supervised mining for association rules amongégerds.

The use of concept hierarchies to increase the number ofwermis found has
been very successful in information retrieval. A largerafedlocuments can often
be found by enriching the queries with terms that subsumerigaal terms in the
hierarchy [[3D]-120].

At the turn of the century there were no tools available tlwatldt generate a
concept hierarchy specifically made for supervised minmgassociation rules.
It was possible to use decision tree inducers that couldrgemdinary trees by
checking one attribute at a time, using algorithms that weteptimised for crisp
data-sets.

This was the main motivation for creating the @Htool, that is able to induce
a concept hierarchy of terms given keyword based data [22M),RaperElEI]. It

Finding, Extracting and Exploiting Structure in Text andgéytext
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was originally designed to work together with a proprietdaga mining system on
the IRIX platform, but it is easy to adapt the output to mogadaining systems.

There have been two upgrades of functionality in the toohffeapedl [14D]
to Papefdll [141], both being driven by an upgrade of the fiomality of the data
mining system. The first upgrade was to allow generation n€ept lattices rather
than hierarchies. This means that more than one path to arsalskeyword
may exist in the resulting data-set. The second upgrade asvaldotv terms to be
reused in different facets, as long as there is no overlapdaat the keywords of
the facets. Reusing terms increases the coverage in thnddagts. Turning these
options on means an increased amount of work required to@terthe results (see
Papefl [141, Sectioris8.6.1f0 8.2 on pagddI6-98]).

The clustering generated by CEl is not guaranteed to be optimal, since the
algorithm uses local minima to select decision points. Eepee shows that it
generates appropriate results in almost all practicals;asfe tested thousands of
data-sets and found only three hierarchies that did no¢ auiitke sense.
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Figure 2.5: Problems with applying Data Mining on sales data
With permission from PIB Copenhagen A/S 3/2004.
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Chapter 3

Web Search Engines

What is currently known as Internet started out as a rese@athork with packet
switched data called ARPANET. It grew larger and larger asenoomputers and
networks were added to it over time, and some of the oldeppots were replaced
to get more stability and/or throughput.

It was first and foremost used for transmitting text messagedext files, until
Tim Berners-Lee from CERN in Switzerland created the firstkivay prototype
of what is now known as the World Wide Web. It consisted of a wetver, a
combined browser and editor, and a number of pages thatildeddhe project.
Some of the technologies that we now take for granted wetarftreduced in this
project, e.g. globally unique identifiers (Uniform Resautdentifier).

There were originally very few servers up and running, sodswossible to
keep track of all of them and then manually browse to find thataé material.
It did, however, not take long until the number of servers vmslarge to keep
track of manually (see FigufeTl.1 on pdge 2). This meant traessort of look-up
service was required.

Along came the first generations afeb search enginefZl, Section 4.72],
e.g. AltaVistd] They indexed all pages they could reach and provided theirsus
with an easy way of doing searches. They usually had no weanéimg the pages,
instead they gave their answers in an unspecified (albedtlysdeterministic) or-
der. The key to using these search engines was to add encagih serms (both
positive and negative) to a query to get the right number gépa

Over the years more and more advanced search engines appEaese search
engines used various techniques to give better searchigestimong the most
successful and prominent ones is the idea to use the linkgebatweb pages to

ITheir original search engine became operational in 1995 amas located at
http://ww. al tavi sta. com They have later created far more advanced search engines.
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derive rankings indicating the relative importance of gagkpproaches based on
this idea will be discussed in this chapter.

3.1 Web Mining

Web mining is data mining using data from the web. Within flekd, there are the
following five major research areas:

Information extraction Finding, extracting and compiling information from a
large corpus, see Sectibnl2.1 on pBAge 7.

Wrapper induction The process of finding general structural information alaout
set of web pages, and with this in mind extract only the reieigformation
from each page [36, 108, 109].

Vector space modelling and (latent) semantic indexingA method for extracting
and representing the similarity between documents and ¢#aaimg of words
from the contexts, by applying statistical computations targe corpus of
text [92,[119[129].

Web link mining Mining the spatial link structure of the web for informatjsee

Sectio3.D.

Web log mining Mining for knowledge in web logs, otherwise known elik-
streamdata [25[ 48, 103, 137].
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3.2 Web Link Mining

The main part of our work concerns web link mining. A lot ofeesch has been
done by exploring the link structure between pagmpecially about algorithms
for very large data-sets such as the entire world wide welge$an a specific
subject tend to have links to other pages on the same suBi&¢b] [ 81]. Neigh-

bouring web pages (when using hyper-links to define disjecarebe used to either
deduce or corroborate the contents of a web page. Web linkhgngystems usu-
ally look at both the quantity and type of links, often renmayior decreasing the
effect of local links since these tend to be navigationdieathan referential.

The web can be seen as a graphE), where each vertex corresponds to a
web page and each edge corresponds to a hyper-link. By ugingdafined or-
der among the vertices we can find a unigue adjacency matrirsgonding to
the web. Almost all web link mining algorithms use such araa€dpcy matrix,
returning one or more eigenvectors corresponding to thenegajues of the adja-
cency matrix. Such eigenvectors can be seen as rating dasctiving a ranking
or retrieval order for the corresponding pages.

Most of the research in web link mining has focused on vasiafitwo algo-
rithms called PageRank (see Secfion3.2.1) and HITS (seé®SBCZ2).

3.2.1 PageRank

The general idea behind PageRankKi [26] is that adradom surferbrowsing the
web, at each time following a random link on the current wehepaGiven a
sufficiently large number of simultaneous surfers, it wdwdgcpossible to stop them
at any given time and look at the number of surfers currentbking at each page
and use that number as the relative probability that it isvgwortant page.

There were some problems with this appr&dh&. what to do when there
are no outgoing links from a page and when two (or more) page¥ o each
other without outgoing links from the groupafik sink. The answer to the first
problem was to recursively remove all pages lacking outgdiimks from the cal-
culations. The latter problem was countered by adding tlesipiity of jumping
to any page on the web at a certain probability callethenping factor(1 — ).
The damping factor corresponds to the likelihood that asemdurfer would jump
to a random page rather than follow one of the links on curpagie. This value

2This can be seen in the proceedings from IJCAI Text-Mining &k-Analysis workshop
2003 [62], LinkAnalysis-2005[163], LinkkKDD[1I3[J4[15.-44], 8M Workshop on Link Anal-
ysis, Counterterrorism and Security [13.] 41,1124,1130], &4l ws papers published in other
venues|[56. 90, 110, 128, 131].

3Besides getting enough surfers to click at random.
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18 3.2. WEB LINK MINING

must be between 0 (inclusive) and 1, and a value of 0.15 wakhyséhe original
authorsl[112]. The original PageRank algorithm gives aevébn each pag¢ €V,
which is obtained by solving EJ._{3.1) with= |V|, using iteration to find a fixed
point.

PR(j)=——+(Wx > PR(i)/outdegred) (3.1)
(i,))eE

This can also be described by using a maRixbtained from the column-
normalised adjacency matrim (with all pages without links removed) of the graph
(V,E) by adding the damping factor:

pP— [ﬂ] M (3.2)
n nxn
The rating returned, which is called PageRank, is the domiiei@envector of
P: Pt=1 > O,||1|; = 1. This means that thieth entry oftis the probability
that a surfer visits page or the PageRank of page
Todaynis between 15-20 billions and computing the eigenventeas already
in 2002 called the largest matrix computation problem invtioeld [104].

3.2.1.1 Rate of Convergence

It has been proved that the second largest eigenvalle will never be larger
than u [68], leading to fast convergence when using power itematm find the
PageRank8. It has also been shown that PageRank can achieve a stalglénstat
O(logn) iterations, wheren is the number of pages in the data-set. While this is
sufficient for most applications, there have been a numberagfosals for speeding
up the calculations so it can be used for ranking large detassich as the entire
Internet [10[ 217,39, 6%, 65, 174,162, 83] 84 95,1114]. Typeamples of methods
used for efficiency improvement include Arnol@i]121], Laos [60], Jacobi 23]
and Gauss-Seidel[10].

4Because the power method converges at a rate proportioial/% | [60] andP is an irreducible
n-state Markov chain, which means that power iteration willays converge to a stable valle]75,
Theorem 5.2].
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3.2.1.2 Problems and Variants

There are two main problems with the basic PageRank algorilthe first problem
is that there are huge computational costs involved in &tiog the PageRank val-
ues once (described in the previous section). The secoitepnds that the values
calculated represent an average random surfer rather tmease interested in
one specific subject, thus potentially leading to an ansefethat is not of interest
for all users.

Two variations of PageRank have been widely used to couhg&tfrandom-
ness” problem. These are Personalized PageRank [112] gmctSensitive Page-
Rank [67]. They both use the same general ideas and algodththe original
PageRank, except that the damping factor is not added omifoinstead, a damp-
ing is scaled and added to either one starting page (for Ralized PageRank) or
to a set of pages (for Topic-sensitive PageRank) assumexabdut that particular
subject, which indicates that PageRank will have a preterdéor these pages over
other pages. Personalized PageRank will thus give a vieteolitternet from the
viewpoint of one specific starting page.

Topic-sensitive PageRank has been used quite extendiglguffers from a
major problem when it comes to rate of convergence: Addiegddmping factor
to just some entries in the matrix makes it reducible. Thiamsehat several eigen-
values of the same magnitude might show up, thereby makimgdhvergence of
power iteration very slow [60]. This can partly be offset tging the approach
of Jeh and Widom[T47, 78], namely by creating base vectorgriportant pages.
This corresponds to a partial view of the Internet accordlingach important page,
by using Personalized PageRank with an extreme dampingrfathe base vec-
tors are scaled according to the corresponding eigenvalugshose that belong
to the required set are aggregated and normalised in ordembcthe final answer
vector. The rather small dampening factor used in PageRdinkeans that many
iterations are required before a stable answer can be fameath base vector.
Topic-sensitive PageRank is thus better for broader tppiwshat each use of the
vector can be seen as amortising the cost to generate it.
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3.2.2 HITS

The basic idea behind HITS is that important pages about @fgpsubject have
pages with links pointing to them, and pages with good lirdedtto point out
important pages [88]. The algorithm gives two separateegfar each page; how
valuable the contained information is according to the dlgm (calledauthority)
and also how good it is as a link page (called)).

Rather than addressing the entire Internet directly it aslesotstrap data-set,
consisting of pages that are initially assumed to be abgpeeific subject. This set
is further extended with all pages pointed to by the boqtsset as well as pages
that point to the bootstrap set. Each page in the entire g@és a start value in
the two categories. These values are adjusted by simultarigaration over the
equations given in EQL{3.3), wheng denotes the hub value for papanda; the
authority value for pagg.

ni= > o aj= % n (3.3)
(i,))eE (i,))eE
Eq. (333) can also be described in terms of operations ondhesponding
adjacency matri:

n=ATa=ATAn a=An=AA"C. (3.4)

We remark that, in practice, the matrix products in Eql(aré)never computed
explicitly. All eigenvector-based methods only performtrixavector multiplica-
tions that make use of the sparse structure of the adjaceatryxrA.

One thing to note here is that even though the required eeardt obtained in
the relative differences between individual valueg enda, it is necessary to keep
these values withiri0, 1) by using normalisation after each iteration of Hq.1(3.4).
These values can otherwise become so large as to cause wedrflcalculations.

3.2.2.1 Rate of Convergence

The basic HITS algorithm usually has a very good convergeaies since it could
be seen as two simultaneous power iterations on symmetri;magative matri-
ces[60]. Using a bootstrap set also creates a data-set¢aredponding adjacency
matrix A) that ismuchsmaller than the entire Internet, leading to much faster eva
uation of the hub and authority values.
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3.2.2.2 Problems and Variants

HITS suffers from a problem calledpic drift. Topic drift occurs when pages that
are barely on-topic receive high hub and authority ratisgse these pages are a
part of another close-knit society of pages linking to eatttelo This means that
if more than one topic can be found within the extended detdhe one with the
largest eigenvalue will be given. Possible solutions te grbblem were given in
the CLEVER projectl[32,-34] as well as the work of Bharat andhteger [21].
CLEVER uses different weights on the links depending onlieenumber of links
and whether they reside on the same server, while Bharat endifiyer used either
outline filtering or dividing the weight of each link with thetal number of links
between same two servers.

The numerical stability of the calculations can sometimeddss than ade-
quate, meaning that small changes (such as missing linkikleimnput data can
change the focus from one cluster of pages to another. F®ssilutions to this
problem were given by Miller et all_[]103] and Ng et al._ [111].ilker et al. used
web logs and up to two link steps to generate the adjacencgixnahile Ng et
al. used random walks in a manner similar to PageRank.

Another problem is that many different meanings of the sarmedvean ap-
pear within the data-set. It is often the case that these imgsaisan be found by
checking more than the first eigenvalues for the combinatising what is called
spectral graph theory [9P, 111].
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3.3 Thesis Contributions

We have used two major approaches to obtain a web searcimsijfsieis stable,
fast and, according to the users, returns good answer gector

3.3.1 Monotone Data Flow System

The first approach is to patust levelB on the meta-data belonging to a page and
then propagating it along links. The propagation is cofetbby

¢ hyper-links (either given explicitly in the web pages or lreg by the paths
of the URLS),

e the trust level given to each page,

e whether the data was perceived as pervasive, i.e. shoytgate more than
one link, and

e a function that calculates the resulting meta-data usiagrtboming values
from each link.

This corresponds to a weighted Topic-sensitive PageRaekendach non-pervasive
value can be propagated just one step along the links, aridladl have weight.
The approach builds on the work done by Kam and Ullnhah [80fh ah updated
propagation step to fit the requirements of our model.

The prototype is quite slow and requires inside knowleddgetased success-
fully; well-defined trust rules as well as a relatively smiaput data-set are essen-
tial. Experiments with the prototype gave very positiveuttss even though both
the model and the resulting search engine are more of a tiedr@nd academic,
rather than a practical, natuie [142, Pdpdr IV].

SHow much trust we put in that page regarding each piece of-tet=
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3.3.2 Propagation of Topic-Relevance

The Propagation of Topic-ReIevaﬁdé’roT) algorithm is a close relative to Topic-
sensitive PageRank, but with a major change. All links usethé calculations
potentially have the same strength; the value to propagalided by thedecay
factor (§) rather than dividing the value to propagate among the auggtinks
as in PageRank. This means that the propagation step requlitle less work,
but it does require both a very carefully chosermnd normalisation after each
iteration [144, PapdrVI].

Given an initial scoren(j,0) = 1 (100%) for pages that are assumed to be on-
topic and zero otherwise, and usikgs the iteration count as well as settitp an
appropriate value (i.e. just above the dominant eigenwaiitiee adjacency matrix)
we can apply the following algorithm:

w(j,k—1) if jis on-topic

) (3.5)
0 otherwise.

w(j,K) = % 3 w(i,k—l)+{
(i,))eE
The final answer is given after normalisation of #h to vector.
This means that the final answer depends on both the linkseofvéb and
which pages are on-topic, controlled by the choic&.dfhis corresponds to chang-
ing the value of the damping factor of Topic-sensitive Pagd® albeit using a

value for the damping factor that is far away from the usualads.

6The name was originally Propagation of TrUsf 1143, P&ger V.
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3.3.2.1 Problems and Variants

The matrix that ProT operates on is a composition of the adjac matrix of the
original web and self-referential links for all pages the¢ an-topic. The prob-
lem with this matrix is that it is reducible, meaning that timatrix might have
several eigenvalues of the same magnitude. This leadsricslow convergence
when using the power method to find the dominant eigenvalue ¢arresponding
eigenvector) of the matrix. The convergence rate of Prohithe same order of
magnitude as for the original Topic-sensitive PageRankyasave shown [144,
PapeifMl, Sectiop11.3.1].

Our solution to this problem is to look at one starting pagetahe, then adding
up all resulting vectors (calleldasic vectorsto generate a final result vector (after
normalisation). This also has the advantage that largelegabdfé can be chosen,
leading to even faster convergence. We call this verSigperpositioned Singleton
Propagation of Topic-Relevan¢&’ProT) [144, Papdr V|, Sectidn_LL%.4].

Another solution is thélybrid Superpositioned Singleton Propagation of Topic-
RelevancgHyS?ProT) algorithm, using the same general idea 43rST but di-
minishing each propagated value further by dividing thei®abith the number of
outgoing links, in the same manner as in PageRanK [144, Rdp@ection TT.7P].
The main advantage of this approach is that the matrix hasrendmt eigenvalue
of 1, since it uses a normalised matrix in the same way as Radefee Sec-
tion[Z21 on pagds1/318). This also means that an evem latye of§ must be
chosen, since the starting values will otherwise propafyateer along the links.
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3.3.3 Evaluation of Empirical Result

We have used three different ways of evaluating the algosth

e Empirical assessment of result relevance using human igratte PapefV
[L43] we took the top pages given by each algorithm and adaech to a
questionnaire for each chosen search term. Volunteer igrapladed each
page according to its perceived relevance with respectdsdarch term.
The average of all valid answhrsf pages belonging to the top pages of each
algorithm was calculated, and compared with the results fite others.

This assessment method was reused with minor changes immeﬁdl
results indicate that our algorithms (especialBP®T) yield good answer
sets according to the graders [144, Papér VI, SeEfion 14]6.1

e Experimental assessment of algorithm stability.

— The stability of each algorithm when removing pages fromdbeof
on-topic pages were tested. The results indicated thRtdS were
more stable than Topic-sensitive PageRank, which in turs mvare
stable than ProT[144, Pafden VI, Section 11.6.2.1].

— The stability of each algorithm when removing links from ttheta-
set was tested. The results show that our algorithms arestabye;
the ranking order between the algorithms varies slightlyetieling on
which measurement we use [144, Pdpér VI, Se€fion 1116.2.2].

“Ignoring grades of “Don’t know’[[143, PapEl V, Section 1 2n pag€_126].
8See Sectiol T16.1.3 on pdgelL68.
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3.4 Summary

We have made extensive qualitative studies in various &spédhe algorithms
described in this chapter, presented in Tdblé 3.1 on the pege. Some of the
results were discussed in Section_3.3.3 on the preceding aag have already
been published [144, Paperl VI, SectiensJl1.610111.6], wdtiers (specifically
some of the HITS data) are based on data found in other sof#@¢$03 [ 1111].

We have graded each algorithm on a relative scale from ‘+*+tot+’ with
regards to scalability, stability, and relevance. Morespsigns correspond to a
higher grade. We remark that this grading reflects a quiaktatssessment of the
figures revealed by our tests, but that the plus signs areireattly comparable
between columns. This means that one should not comparelgbgttams by
adding up all the plus signs directly.

For scalability, we have compared the cost of using larger input data{séfs [1
PapeEMl, Sectiof I115]. It reflects both the rate of convecgeand the memory re-
quirements. The most scalable algorithms are Pag@?imkgProT, followed by
HyS?ProT, and then the others. One could argue that HITS shouwie &alightly
higher grade because of its diminished data-set, but adataldoes not agree with
that; The data-set must not only be generated from the largdsut the generated
set will sometimes have several eigenvalues of the sameitudgras well, which
indicates that we could not give it a higher grade. Using therghm upgrade of
Jeh and Widon{ 147, 78] would take Topic-sensitive PageRarto the same level
as HySProT.

Stability indicates how much the results are affected by removal &6land
decreased sets of starting pagés_[144, Paper VI, Sdcii@i).1 We have also
performed the same tests using HITS, and the results agtbehei data reported
by Ng et al. [111], i.e. HITS is quite unstable.

Assessment of perceiveelevancehas been one of the major parts of our work
in both PapelE}) and PapErlVIl. We have chosen to group algosithith similar
results (se€ [143, Padel V] and [144, Pdpér VI, Se€fion M) & the same grade,
although there are minor differences within the groups. figber the perceived
relevance, the more plus signs are given.

Our conclusion is that the?8roT algorithm is among the best in all categories.

9But recall, unlike the other algorithms in the table, Page&a not topic-sensitive.
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Table 3.1: The scalability, stability and relevance of ealgorithm on a scale from

“+7t0 “H+++,

| Algorithm | Scalability | Stability | Relevance]
PageRank ++++ ++++ +++
Personalized PageRank ++ ++++ +
Topic-sensitive PageRank  ++ +++ ++++

| HITS ‘ ++ + e+
ProT ++ ++ +++
FProT -+ I I
HySProT I . FH+

4Based partly on the results from other sources.
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3.4. SUMMARY

The PC Weenies:

WoASDRDE "W OUYSLY SO0TE

YUNFORTUNATELY, THE RESULTS OF OUR
STUDY ON AMBIGUOUS SEARCH TERMS
PROVED TO BE INCONCLUSIVE.”

Figure 3.1: The problem with ambiguous search terms.
With permission from Krishna M. Sadasivam.
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Chapter 4

Final Remarks

The work described in this thesis can be seen as a set ofthlgsriand their im-
plementations that all operate on large quantities of discand textual data. The
general idea is that the information is sampled, extracteohpiled and stored in a
central data base that can be accessed by all tools thate¢aiinformation.

Figurd4.1 on the next page illustrates our view of how sudat aftools should
be interconnected. Documents to be included in the datadragerocessed to ex-
tract relevant information and possibly meta-data. Dad@@gation or implication
can be performed if some documents lack sufficient data[&4g, Papel1V].

Another possible source of data is a label bureau that pesvdients with
meta-data information about documentis [14,91] 102, [118]. 13

Multiple back-ends exist for the system as we envision i loging a data min-
ing system that mines for association rules. It uses CHIQ,[147., PapefSII=Il]
as the first step to create concept hierarchies, used irdsseciation rule mining.

Another available back-end tool is a search engine that theetopic-specific
vectors created by our search engine algorithms![144, Béfbén order to fa-
cilitate searching. A prototype of a complete web-basedcbeangine has been
created and tested.

All in all, the algorithms and tools described in this thesigrk together to
provide answers that each of them would not be able to angwireir own. Most
of the individual tools in Figur&l1 on the following pageeady exist, but they
have not been integrated into a framework or system.
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Figure 4.1: Overview of the application environment of oigw of a data mining
and management system for discrete and textual data.
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ALGEXT

Abstract

ALGEXT is a program that extracts strategic/block comments frono@ee
files to improve maintainability and to keep documentationsistent with
source code. This is done by writing the comments in the sotmde in
what we callextractable algorithmsdescribing the algorithm used in the
functions.

ALGEXT recognizes different kinds of comments:

e Strategic comments are comments that proceed a block of watte
only whitespace preceding it on the line,

e Tactical comments are comments that describes the codpriwgdes
it on the same line,

e Function comments are comments immediately preceding &idnn
definition, describing the function,

e File comments are comments at the head of the file, before eaigi-d
rations of functions and variables, and finally

e Global comments are comments within the global scope, bassn-
ciated with a function.

Only strategic comment are used as basis for algorithm ekiva in ALG-
EXT.

The paper discusses the rationale ®LGEXT and describes its implemen-
tation and usage. Examples are presented for clarificatibwloat can be
done withALGEXT.

Our experience shows that students who As&EXT for preparing their
assignments tend to write about 66% more comments thanAnaixT
users.
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6.1 Introduction

One common problem in the software industry is to keep thementation up-to-
date with the source code, especially when using evolutjopitotyping [6/7B]
or extreme programmindl[1]. A number of approaches for iagdhe problem
have been proposed, including literate programniing [5]@odesses that require
the documentation to be done before coding. In this reporpsepose another
approach, that of extractable algorithms contained wighimogram.

An extractable algorithris a description of the algorithm in one form or an-
other, contained within the source code. It must not interfie any way with the
compiler/interpreter when compiling/running the prograltnmust also be easily
extractable from within the program, in order to update tbeutnentation after
each update of the source code.

The idea to keep both the source and documentation in the gkate is not
new. A number of approaches to keep source and documentatimeptionally as
close as possible have been devised.

Literate programmingl]4] requires that both source code @oalmentation
are contained in a special type of file called a fveburce document. A set of
programs called angl e andweave are then used to extract source code for the
compiler and the typesetting environment, respectively.

A simplified version of literate programming isveeb [2]. It requires no ex-
ternal program, since the source code is the same for bot@ tteempiler and the
TRX/IATEX typesetting environment.

Another approach that has been used (in e.g.EX@ wor d text editor) is
the hierarchical approach. The source code is added as ttoerbmost level of
the documentation, and a special program extracts thdtbefere compiling the
program.

Other related works are those that extract information ftbensource code
directly, e.g.

o cextractB by Adam Bryant extracts function comments, function signa-
tures and optionally file comments (see Seclion 6.2) fromt @€ files.
Furthermoregextract can transform this into C header files, pure text (e.qg.
Figure[6.8 on padeb4) ar of f /t rof f /gr of f input.

e JavadoclB] is a tool that parses the declarations and dotatien com-
ments in a set of Java source files. Its output is a set of HTMjepaescrib-
ing the classes, inner classes, interfaces, constructmods, and fields.

INot to be mistaken for the WWW.
2Source code available frahit p: /7 dev. w3. of a/ cvsweb/ Amayal t 0ol s/ cextract- L. /7
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Javadoc requires a special set of tags within the commethisivase it ex-
tracts very sparse documentation.

Our approach to extractable algorithms can be used withygey df mark-up
language (see examples in Secfiof 6.5), as long as it can edeled in the com-
ments of the programming language in use. The current ingiéation handles
ANSI C with some minor restrictions (see Sectiod 6.3) witbpect to source code
formatting.

6.2 Contents of a C File

A normal C file is just an ordered set of comments, declaratand function def-
initions. For a C compiler, a comment is something that careb®ved from the
code since it doesn’t contain syntactic or semantic elesnertte used when trans-
lating the C source code into object code. This means thagracas add any type
of textual information in the comments, so that the any u$eh@ source coﬁ
can more easily grasp what the code does.

All of the comments within a source file can be classified inte filifferent
types, mainly depending on their placement in the source file

¢ File commentare comments at the head of the file, before any declarations
of functions and variables. File comments usually contafarmation that
is true for the entire file, e.g., name, description of coptanthor name and
change history.

e Function commentare comments immediately preceding a function defi-
nition, describing the function. Function comments uguabntain infor-
mation about the immediately following function, e.g. namescription of
functionality, parameter descriptions, return values, et

e Global commentare comments within the global scope, but not associated
with a function.

e Strategic commentare comments within a function just before a block of
code, with only whitespace preceding it on the line. Stiategmments
describes the block of comment that follows and are theeefdso called
block commentsThis is the only type of comment extracted by@EXT.

e Tactical commentare comments within a function that describe the code
that precedes it on the same line.

The different types of comments can be seen in Fifule 6.1efating page.

30ther users or the original author at a later time.
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Figure 6.1: Sample code showing the different comment tgpegable.

[* This is a file comment. */

[* This is a global coment. */
typedef int rettype;

/* This is a function coment. */
rettype main()
{
/* This is a strategic comrent */
return O; /* This is a tactical comrent */

Finding, Extracting and Exploiting Structure in Text andgéytext
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6.3 Source Code Requirements

The current implementation of ISEXT does not contain a full parser for the C
language (in much the same waycast ract andcf| ovﬂ), which puts some re-
strictions on the code that is to be handled:

e There must be no whitespace between the function name apatbethesis
that surrounds the formal arguments. As an example,

int main(int argc, char **argv)
will be parsed correctly, while
int main (int argc, char **argv)

will not be recognized as a function header. We do not seeaths major
problem, since the use of whitespace between the functiorerend the
opening parenthesis is not that common.

e C++ style comments(J...") are not handled, only the old style of C com-
ments (I * ...*/") are accepted. A future version ofLEEXT will handle
these as well.

e Lines cannot be more than 1023 characters long. This is atadrby a
constant in the source code and thus easily changed.

6.4 Implementation

The functionality of AGEXT can be described in one sentence:

If a comment starts in a function with nothing but whitesppoeced-
ing it on the line, write the entire comment (with precedinbites-
pace, but without the comment tokens) to standard outpudtheg
with all function names.

ALGEXT iswrittenin ANSI C, using only POSIX-compliant input/outgunc-
tions to be portable to any platform. It is written with theent of being usable
as a filter in a UNIX command pipeline. It read its input frorargiard input and
writes on standard output. This makes it easy to use fromimithell scripts, and
we normally call it using the Bourne shell script in Figlirél 6n pagé&53.

4cf | ow generates a C flow graph. It analyses a collection of C, YACEXassembler, and
object files, and attempts to build a graph charting the eatereferencescf| ow is available on
most platforms.
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6.5 Examples

ALGEXT can be used to extract any type of textual information. Thetrbasic
type of information that can be extracted is normal ASCIttas in Sectiofh 6.5 1.
A somewhat more elaborate algorithm description can bedaonrSectiol 6512,
using BTpX comments directly in the text.

6.5.1 Basic comments

Given the program in Figule8.2,L&EXT will produce the output in Figule8.3.

Figure 6.2: Sample C code with basic comments.

int fac(int n)

{
[* fac(n) = */
if (n>0)
I[* n* fac(n - 1), if n>0*/
return n * fac(n - 1);
el se
[* 1, ot herw se */
return 1;
}
Figure 6.3: Sample algorithm extracted usingG&EXT.
fac:
fac(n) =
n* fac(n - 1), if n>0
1, ot herw se
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6.5. EXAMPLES

6.5.2 BTEX comments

The same file could just as easily be commented using a sligitke elaborate
scheme, e.gATEX code. Given the program in Figureb.4L8EXT will produce
the output in Figur&®l5.

i nt

{

fac:

Figure 6.4: Sample C code witATEX-style comments.

fac(int n)

I'* \'begin{equation} \text{fac}(n) = \begin{cases} */

if (n>0)
[* n* \text{fac}(n - 1) & \text{if $n > 0%}, \\ */
return n * fac(n - 1);

el se
[* 1 & \text{otherw se} */
return 1;

I'* \end{cases} \label{fac} \end{equation} */

Figure 6.5: ATEX style algorithm extracted usingL&EXT.

\ begi n{equation} \text{fac}(n) = \begin{cases}
n* \text{fac}(n - 1) & \text{if $n > 0%}, \\
1 & \text{otherw se}

\end{cases} \label {fac} \end{equation}

This will (typeset by ATEX) yield the algorithm description for fac as seen in
equatior G1.

fac:

fac(n) = nxfac(n—1) if n>0, 6.1)
1 otherwise '
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6.6 Discussion

ALGEXT has been used extensively since 1996 primarily by studdrtseaDe-
partment of Computing Science, Umea University. It has hessd to document
algorithms for both course assignments (see Appehdik 6@)bégger projects
(most notably thesawi t web server[IB]). Almost all comments have been pos-
itive. Most requests for updates have been in the form of audpr additional
languages.

We have found that users ofLE&EXT tend to write more lines with comments
in their functions than non-users (approximately 66% meesx; AppendiX&IC).
We see this as an indication that the@EXT users tend (on average) to put more
thought into commenting their code.

When comparing AGEXT with other programs, we see that:

e cextract and Javadod[3] work on another abstraction level, thateflhss
overview rather than function view. Algorithms can be addedunction
comments, but it increases the distance between algoritiths@urce code.

e Literate programming]%, 2] forces the user into a certaggprmming model
— one file equals one document equals one source file. Moretn@nmen-
tation generated by literate programs (rather thaveb) tend to be broken
up into small fragments of code with links between them thatreot that
easy to follow.

e The hierarchical approach forces the user to use a spet@lteels in order
to edit their code, instead of their favorite editor.

We have moreover found that tleenceptual distanebetween code and al-
gorithm has a great impact on documentation. The largerdheeaptual distance
between source code and documentation, the higher thebpibgsif discrepancy
between them. This means that if the documentation residesnother system
it takes an effort to change to that system in order to updaedbcumentation,
while documentation that is within the same logical scop¢hassource code do
not require as much effort to keep up to date. UsingsEXT will shorten the
conceptual distance between source code and documentitioa both resides in
the same logical space as seen by the user.

5Conceptual distance is how far the two logical scopes iralare from each other. The more
that have to be changed (language, viewpoint, formalitgtesy, etc.) the larger the conceptual
distance between the two.
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6.A Users’ Guide

Since ALGEXT uses only POSIX-compliant input/output and is written i in
ANSI C it should be portable to any operating system thataioatan ANSI C
compiler or the GNU C compiler. The source code to parse i3 freen standard
input and the extracted comments are presented on standigmat,onvhich makes
ALGEXT suitable as a filter in a UNIX command pipeline.

The extracted comments are given in the form below.

Function name
extracted comments, indented as in source code

Most users of AGEXT call it indirectly using the Bourne shell script given in
Figure[6.6.

Figure 6.6: Sample Borne-shell wrapper fot@EXT.

#!/bin/sh

if [ ! -x [Hone/staff/olalbin/"arch'/algext ]

t hen
echo "Failed to find algorithmextractor for " “arch’
exit 1;

fi

for i in $*

do

name="echo $i | sed 's/\.c/.alg/’

echo "Extracting $i to $nane"

| Hore/ st af f/ ol a/ bin/*arch'/al gext < $i > $nanme
done

Figure 6.7: The call graph of lGEXT.

main _|— printComment
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6.B System Documentation

6.B.1 System Description

The call graph of AGEXT is seen in Figur€6l7 on the preceding page and the
function description is given in Figute.8. The functiodakcription is extracted
using thecext ract program.

Figure 6.8: The function description ofL&EXT.

Function: main

File: algext.c

/*

* main:

* This program extracts the names of routines and
* all block coments inside the routines

* argunents: argc is the nunber of argunents

* argv is a list of the argunents

* returns: 0if all went OK 1 otherw se

* calls: print Comment, ERR

*|
int min ( int argc, char *argv[] );

Function: print Comrent

File: algext.c

/*

* print Comrent :

* This routine handl es one comrent

* argunent: i is the position on the line

* print isif we are to print the comrent
* returns: the next position on the line

* calls: ERR

*|

int printConment ( int i, int print );
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6.B.2 Algorithms

The algorithms of AGEXT is given in algorithm$6l1 arld 8.2 on the next page.
These algorithms are extracted from the source codeLaf2x T, by ALGEXT.

ALGORITHM 6.1 (MAIN)
Input — a C source file
Output — the extracted comments
proc main()=
™ foreachline € inputdo
foreach charactere line do
if characteris ...
“\” v then while — end of character/string constadb
while charactere constantdo
if character =“\" then Skip
Skip
done
if EndOfLinewithout EndOfConstanthen
if character =“\”
then Continue on next line
elseGive error message and quit
done
" then
Go to higher level of blocks
if at start of a function
then Present function name
“}" then if inside a block
then Go to lower level of blocks
elseGive error message and quit
“I" then if start of comment
then Handle this comment
elselgnore
“(" then Stop adding characters to function name
otherwiseif — whitespace
then if adding characters to a name of a function
then Add character
elseEmpty name of function
done
done
L  Tellinvocator that we are finished
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ALGORITHM 6.2 (PRINTCOMMENT)
Input — a C source comment(/line)
Output — the extracted comments
proc printComment(=
™ if this comment is to be printed
then Present all characters up to the start of the comment
while = EndOfCommento
while — (EndOfLinev EndOfCommentjo
if this comment is to be printed
then Print this character
done
if the comment terminates before EndOfLine
then if this comment is to be printed
then Print an EndOfLine
Continue with next character
The comment was not ended on this line, continue with next
L done

Table 6.1: Strategic comments of student source code.

Number of strategic comment lines per function Value

Minimum (Xmin) 1
Median Q(mediar’) 2

Mean ) 3.8362
Maximum Kmax) 26
Standard deviationd) 4.2078
Variance ¢2) 17.7059
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6.C Comment Comparison Between Users and Non-Users
of ALGEXT

Users of AGEXT tend to write approximately 66% more comment lines per func-
tion than the other students (see talile3 6.1 on the facing aad©.P). These
numbers are generated from the source code written by dgidéthe course in
Operating Systems at the Department of Computing Sciencieeksity of Umed
anno 1998. We believe that the increase is mainly due to ttra planning done
when writing the comments.

In fact, some students have reported that they write theeeatgorithm as
comments within the function before adding any code.

We must also report that the highest number of comment lirefunction by
the non-ALGEXT users is a function that has only 30 lines of statements, eseth
comments are more tactical than strategic in their natune.statistics would show
even more discrepancy if this function is removed.

Table 6.2: Strategic comments of source code by studemnig esiractable algo-
rithms.

Number of strategic comment lines per function Value

Minimum (Xmin) 2
Median Kmedian 55
Mean &) 6.3571
Maximum Kmax) 16
Standard deviationo 3.5433
Variance ¢2) 12.5549

Figure[69 on the following page contains examples of etdrhalgorithms.
They are extracted from the source code of a process traittemwby a student.
The program shows the same information about a traced a@sedoeps and
(s)trace.
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Figure 6.9: The algorithm description for a process traeeiracted from source
code made by a student.

openFil e
Generate correct name of file to open and return it
Failed to open with full authority, try minimal version

traceProc
Forever do the following
Check if we are to change process to trace
W are, do we have a file to read fronf
If yes, read file and change process
If not, continue tracing the old process
Read process status
If status has changed since last |oop ...
Send to other process

printTrace
Print header line
Forever do the following ...
CGet one information record fromtraci ng process
If data has changes since last tinme we checked ..
Print information including possible system cal

si gHandl er
If signal is ..
SI GHUP:
Make sure that the meta proc file is read
Sl GPl PE

V' d better die, since we have |ost connection to the other process

mai n:
Parse argunent |ine
Get pid for process to work with
Qpen proc file
Prepare for IPC
Set up signal handl er
Create another process
This is parent, remove READ end in pipe
Redirect all output to child and fol |l ow process
This is child, remove WRITE end in pipe
Read from parent and present in standard format
End execution here and now
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Chapter 7

Automatic Generation of Concept
Hierarchies for a Discrete Data
Mining System

Paper appears with kind permission from CSREA Press.

Abstract

In this paper we propose an algorithm for automatic creat@fnconcept
hierarchies from discrete databases and datasets. Thergas doing this is
to accommodate later data mining operations on the samd sietta without
having an expert create these hierachies by hand.

We will go through the algorithm thoroughly and show the tesfilom each
step of the algorithm using a (small) example. We will alse@gictual exe-
cution times for our prototype for non-trivial example dats and estimates
of the complexity of the algorithm in terms of the number obrds and the
number of distinct data values in the data set.

Keywords: Data Mining, Data Preprocessing, Hierarchy Generation
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7.1 Introduction

Concept hierarchies are descriptors over data sets, inswzy that all records
in the corresponding data sets can be described by the d¢hiegar Concept hier-
archies are typically used in retrieval systems [14,13 18] for data mining[IB].
Each facet or aspect of the records has a correspondingdtigraften in the form
of a tree. An example of such a hierarchy that describes a @€sa@ode could be
Imperative— C — ANSIfor the language facet ardrdered— Tree— Binary
for the data type facet. Creating a concept hierarchy mnisalery time consum-
ing and relies on the understanding of the actual data at Haretion of concept
hierarchies can be automated (as in this work). There atungtely still some
doubts about the soundness of the generated facets/domenespecially since no
exact rules for what is a good concept hierarchy exists today

There exists a large number of techniques for gatheringrimdition from large
sets of data. These techniques include such diverse medisadsichine learning,
decision treeg [16], fuzzy sets/neural netwoflKs [5], artd daning [6]. All but the
last one have been used successfully to propose class nampbef each record
if given new data. Most of them have found their own niche ehemigh the tech-
niques are meant to be of general use, e.g. fuzzy sets/maivabrks are often used
in medical diagnostics systems, for example to indicatsterce/non-existence of
a medical syndrome[8].

Data mining has some special properties. The main goal ofeardiming sys-
tem is to find and extract correlations between differenpprties or aspects of
records in given data. Such systems have been especialiyagdimding data that
are closely related in a large set of data, so called clustdid]. A data mining
system will report and/or visualize all relationships fdwso that the user can un-
derstand and make use of the extracted information. Typisaé of data mining
includes finding patterns in sales data in the fornbofers of product A tend to
buy product B as welbr buyers under X years of age with an income of at least
Y tend to buy Cso that it is possible to pinpoint whom to direct an advertisnt
to [6].

A crusial part of a data mining system is the concept hiesatbht describes
all aspects of the data in a number of layers, where loweldes@respond to
a low data abstraction and higher levels correspond to ahigbstraction level,
i.e. a more generalized and summarized data. Generatingcamohierarchy for
a dataset is a time consuming task, especially if the natlitkeodataset is not
known beforehand. In this paper we describe an algorithnafidomatic creation
of concept hierarchies for discrete datasets (e.g. eaehrdadrd contains one or
more of a certain number of keywords/tokens). An exampleuchsa discrete
dataset is given in Figufe_l.1 on the next page.
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7.2 Definitions

Givenk; € {keyword$ (the keywords in the system) awdk;] € P{records (the
set of records in the database that contain keywgrdve can define the concepts
used in this work.
Two or more keywords that always appear togetherkagavord equivalent,
ie.
ki =k kj <= o[ki] = olkj], wherek #k;. (7.2)

This implies that they may bfolded into one keyword, i.e. the name of the
latter is added as a synonym of the first and all referencdeettatter are removed
or ignored. Such removed keywords are said to belorgsttamily, i.e.

ki =« kj = ki, k; € fam,fam € P{keyword$. (7.2)

Formally, subsumptionis defined as an implicit subset/superset relationship
between the interpretations of the two conceblts [2]. Thiamsahat if a keyword
ki never appears in a record withdkjt appearing, but not vice versa, th&nis
subsumedby k;.
ki <k kj < ok C O'[kj] (7.3)

A keyword k; that is not subsumed by another keyword is said to bector,
and is used as the bases in the concept hierarchies.
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7.3 The Algorithm

The algorithm given here is straight forward, although saorfrtbe implementation
details can be anything but trivial to implement. The onlguieement is that the
keywords must have a consistent enumeration order, butiffleeetit parts of the
algorithm are independent of different implementationseis, etc.

Further information about each part of the algorithm, idalg cost estima-
tions based on code complexity, are given in Sedfioh 7.5.

0. Create database and index;
This step has to be done, but is beyond the scope of thisearticl

1. Read index data;

proc ReadlnvertedFilg$ =
™ foreachk € {keyword$ do

o[k] < read inverted DB Filg;
L od.

ReadlnvertedFiles reads the index/inverted data files ffbdh the disc, or
must generate them (at some run time cost) if they do not.existthis
algorithm description (and in the cost estimation in Sediidb.]) we expect
them to be on disc before execution.

2. Find and fold keyword families;

proc FindAndFoldFamilie§) =

™ while 3k, kj € {keywordg ei < jAclk] = alk;] do
fam « fam ufam; (kj is always a member damy)
remove k from computations

L od.

FindAndFoldFamilies finds keywords that are keyword edeivi adds the
latter to the formers family and removes the latter (acewdo the keyword
enumeration order) from further computations.

Finding, Extracting and Exploiting Structure in Text andgéytext
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3. Find all subsets and subsumptions;

proc FindSubsef§ =

™ while 3k, k; € {keyword$ e a[k] C o[k;] do
ki <k Kj;

L od.

FindSubsets finds all cases where one keyword is subsumeddikies,
while ignoring folded keywords altogether.

The reason for performing family folding before finding setssis to prune
the solution space as quickly as possible, since all keysviord family will
subsume/be subsumed by exactly the same keywords.

4. Find all vector nodes;

proc FindVectorNode§ =
T vectors— empty array; (Sorted in decreasihlg| order)
foreach k € {keywordg do
if ﬂkj ok <y K;
then Insertk in vectors
fi
L od.

FindVectorNodes finds all vector keywords in the set of keydgso The vec-
tor keywords are those that are not subsumed by any otherkdyw

All found vector keywords will be added to an array in a desieg order
according to the cardinality of the keywords. The order ipantant for the
heuristics of stepl5 on the facing page.
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5. Group vectors into different dimensions/facets;

proc ColourVectorNodd3 =
T dim«0;
while vectors=# empty arraydo
dim«— dim+1;

while 3k € vectorse o[k| N Uieyector,, Oli] = @ do
Removek from vectors
Add k to vectorsgjim;
od
od
L maxDimension— dim.

ColourVectorNodes is a heuristics based greedy algorittAfa.have found
that it will yield concept hierarchies that are quite googgrethough it some-
times takes a keyword that would logically fit better in a tat@enension.

6. Fill out the concept hierarchies according to the subsiom@found in stepl3
on the preceding page;

proc GenerateDimensios=
r  for i «— 1to maxDimensiomlo
N; < vectors;
foreachk; € vectors do
Ni «— N; U{Vk; € {keyword$ ek; <y ki};
od
E — {Vki,kj € {N;,Ni} e ki < kj | (kj,kj)};
Perform topological sort oR;;
L od.

GenerateDimensions generates the concept hierarchiesdbrdimension
(see Figuré€—713 on pa@€el70 for an example), i.e. the desirgditoior later
data mining on the data.

Finding, Extracting and Exploiting Structure in Text andgéytext



68 7.4. EXAMPLE OF EXECUTION

7.4 Example of Execution

If we take the dataset in Figufel.1 as input to our algorithenwill get the fol-
lowing results:

1. Reading inverted files yields (this is subset of the resdiill results are
given in TabldZR on padel76 in Appenfix¥.A):

o[make = {01}
oftext = {01,02,05,07— 13,15}
o[ELF] = {03,14,16}
o[MSB = {03,14,16}
o[executable= {03}

2. The following non-trivial keyword families are found ihe data:

family folded keywords

make commands

Bourne shell, script

ELF 32-bit, MSB, SPARC, version, 1, not, stripped

executable dynamically, linked
International language

auxiliary file

PostScript conforming, at, level, 2.0
TpX transcript

C program

lex description

3. Subsumptions found are:

2e < document English< text document<y text
2e <y text International <y text executable<y ELF
2e <y WX PostScript<x document lex < text

ASCII < text PostScript<y text make< text
Bourne<y text TeX < text relocatable<y ELF
C < text auxiliary <y IAIpX

The results of steps 2 and 3 can be seen in Figute 7.2 on tmg fpage.
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4. The vector families in the sample dext, ELF, IATeX anddirectory with 11,
3, 2 and 1 instances respectively.

5. The first dimension consists of the vecttast ELF anddirectory, while the
second dimension has only one vectigX.

6. Only 2 edges are removed in the topological sorting of shisll dataset,
(text,PostScriptiand (text,2e) The end result of running the algorithm is
seen in Figur€Z13 on the preceding page.

7.5 Algorithm Analysis

The algorithm given in Section_1.3 is a step by step desonptif what should
be done in order to get a consistent concept hierarchy fer tta mining. The
steps are to be performed one after another and some of the cda easily be
broken down in parts to be executed in parallel (e.g. all disiens can be handled
simultaneously in Steld 6 on pagd 67).

Two things have to be considered though, and that is the nadxiost of run-
ning the algorithm and the actual running times on real datee complexity of
the algorithm is calculated in Sectibn 715.1 and the runtimg of the prototype
is given in Sectiof 7251 2.

7.5.1 Cost Estimation

Givenm (number of records) ana(number of keywords), we can give the follow-
ing upper bounds of the algorithmic complexities:

proc ReadInvertedFilg$ = O(mn).

proc FindAndFoldFamilie§ = O(mr?).
proc FindSubset = O(mr?).

proc FindVectorNode§ = O(mr?).

proc ColourVectorNode$ = O(mre).
proc GenerateDimensiofs= O(mn+ r?).
total = O(mr?).

This includes the cost of set operations that we estimatesttinkear to the
number of possible elements in a set, ©gm) or O(n).
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7.5.2 Actual Execution Times

The execution times of the prototype as given in T&hIk 7. barmesingle processor
of a Sun Ultra Enterprise 450 server with 4 UltraSPARC-lIgassors, 4 MB level
2 cache and 4 GB of memory.

Table 7.1: Execution times for some sample datasets.

Dataset| # records| # keywords| User time (s)
1 12492 634 5.93
2 12492 780 10.36
3 256388 7182 16513.28

7.6 Related Work

Semantic and knowledge indexing has been a widely spreadnadsarea that in-
cludes such diverse topics as finding keywords for hieraatisummarizatiori[11],
knowledge acquisition tool5l[4] and automatic indexingystem commands based
on their manual pages on a UNIX systeml[17].

Conceptual clustering systenis]18] are also quite clossgtad to this work,
but from the viewpoint of the data mining system rather thiaihe preprocessing
stage.

Automatic generation of concept hierarchi€sl [15] is reldbat works on a
probabalistic, rather than a discrete, view of the data.illtterefore throw away
some of the relevant subsumptions in the data and that ismoption for a data
mining system.

The concept hierarchies generated by our algorithm hasagtesemblances
to the feature-oriented classification trees used by Sdftdh Prieto-Diaz [[13]
and Borstler[[B]. We believe that this is not a coincidentd #mat such structures
evolve naturally when working with closely related piecédata like keywords or
software assets.

The OPTICS systeni[1] finds critical points in a large databpseints that can
be used as basis for later clustering. These points shoultetyed as “hot-spots”
where interesting information resides (sexir2 Figure[Z.B on pagé¥O0 for such a
“hot-spot” found by our algorithm).
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7.7 Discussion

There exists one method of speeding updkieragecase while keeping the worst
case the same. Sorting the keywords in decreasing catglioatier in Stefi. 11 on
pageeb will speed the algorithm up for the average casee $iegword equality
implies the same cardinality and subset a lower cardinalityis implies that the
number of keywords to be checked in StEps 2 on jpaye Bb & 3 onfhgan be
decreased significantly (with factors of approximateftab(n) and at least A2,
respectively).

The grouping of vectors into dimensions is currently subirogl, since it uses
a heuristic algorithm rather than a best fit or even backtbaded graph colouring
algorithm [12[9]. We first believed such to be too expensivedmputing time,
but since all of our test datasets have had a relatively smoatber of vectors (144
keywords in the case of our largest dataset with 256388 dstdtris feasible.

Some of the non-vector keywords are subsumed by more tharvexter,
thereby generating a lattice structure with rather compleperties. This is both
a weakness and a strength; A weakness since it will gendrateaime set of ver-
tices more than once and a strength since such keywords eeest candidates
for finding correlations and interesting data points ind&ata Mining operations.
It is trivial to exclude keywords after they have been usetditlie first time in a
dimension if that would fit a certain problem.

Another somewhat harder problem with our implementatighas it will yield
a conceptual hierarchy for each dimension even though tteewdauld actually
indicate that a lattice would be expected or more fitting Begre[Z%# on the
following page for examples of both). The reason for thihiéstbpological sorting
done in the last step of GenerateDimensions (Etep 6 on[pdgeR@&moving the
correct vertices from the set to generate a lattice is ndthtaed; Subsumption is
a transitive function, e.g. if keyword subsumes both andc while b subsumes
then the vertexa, c) can safely be removed from the resulting set. This technique
would be very useful (especially if sorting in decreasingdo@lity order as in the
first paragraph of the discussion has already been done}levegh the cost would
rise fromO(mn-+n?) to O(mr?) for Sted® on page 7.

The time required for generating the concept hierarchy fwriggest dataset
seems rather high (just over 4.5 hours of computation, sego8E.5.2), but since
this is done once for each dataset before doing data mininpeleve it to be
satisfactory anyway. One way of speeding this up is to craatextra dataset
that contains no duplicate records and use this dataset erbating the concept
hierarchy. The time for concept hierarchy generation onlaxge dataset (with
38187 unique records) falls to around 40 minutes executimr.t Data mining
are often done on static databases, e.g. data warehoust® sost of concept
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(@) (b)

province_or_statg

Figure 7.4: Hierarchical (a) and lattice (b) structuresttilautes.

hierarchy generation should generally be amortized owentimber of times that
the resulting data is later used. Our approach should phplmat be used in a
constantly evolving database with major upgrades goingronlsaneously.

Concluding Remarks and Future Work

All work so far on the prototype have been fruitful in the foohdata relations
both directly from concept hierarchy generation and alsmftater data mining.
The concept hierarchies generated have generally beerodfqality (with some
minor glitches) and we hope to see future use of our algorithiie works of
others.

One thing that has to be further studied is the impact of tla@sing in each
dimension, e.g. it might not always be true that it is betbelhdve one completely
and one 50% spanned dimension rather than two dimensiohs®46 spanning.

We are currently considering an upgraded version of theoprpé that includes
another algorithm for dimension generation and modificetim order to find lat-
tice structures in the generated dimensions.
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7.A. ALL RESULTS FROM STEP 1

7.A All Results from Step One in Sectioi 714

Table[Z2 contains all results given by step one of the algoriwhen running it
on the sample data in FigufeJ’.1 on pagk 63. The record nuntbtrs table are
those used in Figufe_1.1 on pdge 63.

Table 7.2: All keywords found and the corresponding recanhipers.

ki olk] ki olki]
make 01 ATEX 06, 10
commands 01 auxiliary 06
text 01, 02, 05,07 - 13, 15 file 06
Bourne 02 ASCII 07
shell 02 PostScript 08
script 02 document 08, 10
ELF 03, 14, 16 conforming 08
32-hit 03, 14, 16 at 08
MSB 03, 14, 16 level 08
executable 03 2.0 08
SPARC 03, 14, 16 gX 09
version 03, 14, 16 transcript 09
1 03, 14, 16 2e 10
dynamically 03 English 11
linked 03 C 12,13
not 03, 14, 16 program 12,13
stripped 03, 14, 16 relocatable 14, 16
directory 04 lex 15
International 05 description 15
language 05
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Chapter 8

CHIC: A Fast Concept
Hierarchy Constructor for
Discrete or Mixed Mode
Databases

Paper appears with kind permission from the Knowledge Bystastitute.

Abstract

In this paper we propose an algorithm that automaticallyatess concept
hierarchies or lattices for discrete databases and datsdte reason for
doing this is to accommodate later data mining operationstensame sets
of data without having an expert create these hierarchielsdnd.

Each step of the algorithm will be examined; We will show tsfand output
for each step using a small example. The theoretical uppentf the
complexity for each part of the algorithm will be presentas,well as real
time measurements for a number of databases. We will finadbept a time
model of the algorithm in terms of a number of attributes efdatabases.

Keywords: Data Mining, Data Preprocessing, Hierarchy Generatiottidea
Generation
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8.1 Introduction

Data mining in large sets of data is not a trivial occupati@hoosing one type
of algorithm over another for a certain problem can mean tfierdnce between
getting good (for some definition of good) or no, or even iraosive, results.
Almost all of the methods used today in data mining requitieegistructured data
(so that clustering can easily be performed) or a concepéiuiey that envisions
the inner structure of the dafd [6,[4] LG, 5].

Concept hierarchies are descriptors over data sets, ireswely that all records
in the corresponding data sets can be described by the d¢hiegar Concept hier-
archies are typically used in retrieval systems [12,11 n2] for data mining(Ib].
Each facet or aspect of the records has a correspondingdtigraften in the form
of a tree. An example of such a hierarchy that describes a €sa@ode could be
Imperative— C — ANSI for the language facet arfdrdered— Tree— Binary
for the data type facet. Constructing a concept hierarchgualdy is very time
consuming and relies on a thorough understanding of thealadfta at hand.
Construction of concept hierarchies can be automated (#sisrwork). How-
ever, there are still some doubts about the soundness ahatitally generated
facets/dimensions, especially since no exact rules fort v¢gha “good” concept
hierarchy exist today.

The remainder of the paper is organized as follows; The skseation is the
background to the work. The third section gives the defingtioecessary for under-
standing the later parts of this paper. The fourth sectidgha@salgorithm, while the
fifth contains an example of running the algorithm. The sbaiation contains an
analysis of the algorithm and the seventh shows relatipsshith previous work.
The last two sections contains the discussion and the exues that we have had
with CHIC, respectively.
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8.2 Background

A few years ago we were faced with a large data set consisfihgaparts; One

relational and one consisting of a set of keywords. Feeditgthe relational part
of the data set into data mining systems revealed no newnirdftion about it. We

realized that the only way of getting more information frohe tdata set was to
use the given set of keywords as means of additional clagtekiVe were unable
to find any already published algorithm for finding structune discrete data, so
we had to create one ourselves. The result of our work was eepbthierarchy

constructor, called CHiC.

CHIC will automatically find concept hierarchies (or laét&; as the case might
be) in sets of discrete data. Our definition of discrete datither keyword based
or otherwise enumerated data, e.g. the sample data in fEglien the following
page. Our algorithm knows nothing about differences betwaeenbers, whether
integer or floating point, so it cannot be used to cluster gy continuous data.

CHIC has been used by major divisions of at least two multinatioampanies
to generate concept hierarchies from their mixed mode datsh
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8.3 Definitions

Givenk; € keywords(the keywords in the system) amg, € Precords(the set of
records in the database that contain keywgjdwe can define the concepts used
in this work.
A bucket s a placeholder for a set of keywords.
Two or more keywords that always appear togetherkagavord equivalent,
ie.
ki =k kj <= Ok = O'kj, wherek; 75 kj. (8.1)

This implies that they may bfolded into one keyword, i.e. the name of the
latter is added as a synonym of the first and all referencdsettatter are removed
or ignored. Such removed keywords are said to belorgstamily, i.e.

ki =k Kj = ki,kj € fam, fam € Pkeywords (8.2)

Formally, subsumptionis defined as an implicit subset/superset relationship
between the interpretations of the two concepts [1]. Thiameehat if a keyword
ki never appears in a record withakjt appearing, but not vice versa, thinis
subsumedby k;.
ki <kKj <=0y C Ok; (8.3)

A keyword k; that is not subsumed by another keyword is said to bector.
Vectors are used as the bases of the concept hierarchies.
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8.4 The Algorithm
Ej database
\ read index data
(see Algorithm 1)

record index ll

buckets of inverted indexes

find and fold keyword families
(see Algorithm 2)

buckets of inverted indexes

find all subsets and subsumptions
(see Algorithm 3)

a c d f
b <J\‘J>e P//lv\k graph of subsumptions
g h i T

find all vector nodes
(see Algorithm 4)

a cd f vector list

group vectors into different dimensions
(see Algorithm 5)

[a d [c f] vectors per dimension

fill out the concept hierarchies
(see Algorithms 6 & 7)

mension 1 dimension

,4 generated dimensions

di

%

o™ cr:7m
o>
41;

>0 o

Figure 8.2: Each step of the algorithm and all intermediasaiits.
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The algorithm (as outlined in Figufe_8.2 on the precedingepagven here is
straight forward, although some of the implementationitietan be anything but
trivial to implement. The only requirements are that thevkesds must have a
consistent enumeration order (as given in Equdiioh 8.4)tlaaidthe database has
already been created. The different parts of the algoritterotherwise indepen-
dent of different implementations of sets, etc.

VX,y € keywords x # y — ordy # ordy (8.4)

Further information about each part of the algorithm aregivn Sectioi8.417
(correctness of the algorithms) and Secfiod 8.6 (cost esitims based on code
complexity).

8.4.1 Read Index Data

All keywords should be given an enumeration order and thertad file (see[8])
corresponding to each keyword is read from disk. The foltmuinust hold after
the step in the algorithm has been executed:

Vx € keywords o, = inverted DB filg (8.5)
Vx € keywords |ox| =y — x € buckej, (8.6)

ALGORITHM 8.1 (READINVERTEDFILES) This step of the algorithm reads the
index/inverted data files from the disc, or must generatentfi@ some run time
cost) if they do not exist. In this algorithm description dan the cost estimation
in Sectior 8.6]11) we expect them to be on disc before exacutio

proc ReadlnvertedFiles(:=
T Empty all buckets
foreach x € keywordsdo
oy < inverted DB Filg;
Yy |ox;
buckey, — buckej U {x};
L done
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8.4.2 Find and Fold Keyword Families

The second step of the algorithm finds keywords that are kereguivalent, adds
the latter to the formers family and removes the latter (etiog to the keyword
enumeration order) from further computations.

The following must always hold true for the algorithm used:

Vx,y € keywords ordy < ordy A Oy = Oy — X =Y (8.7)
wherey should be excluded from further computations.

ALGORITHM 8.2 (FNDANDFOLDFAMILIES) This step of the algorithm compares
each keyword in a bucket with all other keywords with a latenraeration order
in the same bucket, removing the latter if the two are keywqgrdvalent.

proc FindAndFoldFamilies()=
™ foreach buckete {bucket$ do
while 3x,y € bucketes ordy < ordy A oy = 0y do
fam, — famu famy;
bucket— bucket\ famy;
keywords— keywords, fam;
done
L done
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8.4.3 Find All Subsets and Subsumptions

This step of the algorithm finds where one keyword is subsunyehother, while
ignoring folded keywords altogether. The effect of thigpstan be summarized as:

VX,y € keywords X # yA Oy C Oy — X <k Y (8.8)

ALGORITHM 8.3 (RNDSUBSETS This step of the algorithm will find all sub-
sumptions in the databas€HIC works in decreasing bucket size order to further
optimize the algorithm.

proc FindSubsets(E
™ foreachx € keywordsdo
foreachy € keywords |oy| < |oy|} do
if ox C oy thenx <y y;
done
L done

The reason for performing family folding before finding setssis to prune
the solution space as quickly as possible, since all keysvior@ family will sub-
sume/be subsumed by exactly the same keywords.

8.4.4 Find All Vector Nodes

The goal of the next step is to find all vectors (keywords thatret subsumed by
any other keyword) in the given dataset, i.e.:

vectors= {x € keywordd 7y € keywords x <y y} (8.9)

ALGORITHM 8.4 (RNDVECTORNODES) This step of the algorithm will add all
found vectors in an array, sorted in decreasing cardinabtger. The order is
important for the heuristics of the next step.

proc FindVectorNodes(=
T vectors— empty array;
foreach x € keywordsdo
if Ayey € keywords\x <xy
then insert k in vectors;
L done
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8.4.5 Group Vectors into Different Dimensions/Facets

Partition the set of vectors into as few partitionedtors) as possible, while main-
taining:
VX,y € vectorsex #yA0xNOy =& (8.10)

ALGORITHM 8.5 (CoLOURVECTORNODES) The algorithm is a greedy imple-
mentation based on heuristics that maintains Equdfionl8C8IC contains two

different versions of keyword selection; The first versionoses the keyword with
the highest cardinality that fits and the second selects #dysvéird that has the
highest number of conflicts with other keywords first. Thetatersion is much

more costly in terms of CPU time as can be seen in Sefion 8.6.1

proc ColourVectorNodes(=
T dim<Q0;
while vectors# empty arraydo
dim«— dim+1;
while Jk € vectorse ok N Uyevectorg;,, Oy = & dO
Remove k from vectors;
Add k to vectorgm;
done
done
L  maxDimensior— dim;

There exists yet another option to @Eithat changes the behavior of this step
slightly. It is possible to ask the program to fill the dimems as much as possible
by reusing vectors from one dimension in later dimensiontkdfe is no conflict
with vectors already added in that dimension. The easiegtovdo this is to mark
vectors with no conflict with any remaining vectorviactorsto be used in current
dimension and all that follows it. It is also very easy to galband check already
used vectors for conflicts when setting up latter dimensions

The reason for using a heuristics based approach rathetrhiag all possi-
ble combinations is the extreme processing cost that it dvindur. Finding the
optimal colouring for even a small data base of, e.g., 36orecnd 6 dimensions
would yield 65 combinatior. Given a computer system that would test 50,000
combinations per second that would take in the order.8#810?2 seconds, or
roughly 16° years. Our system yields an answer in a fraction of a second fo
the same data base, but we can not conclusively say thatntaptEmal solution
(neither in the number of dimensions, nor in the spanningaohalimension).

10ne vector locked in the first dimension and with many pertiaria of combinations occurring
more than once but in different dimensions.
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8.4.6 Fill Out the Concept Hierarchies/Lattices Accordingto the Sub-
sumptions Found in Sted8.413 on pade 87

This step generates a number of gra@hs- (N;, E;) where the nodes and the edges
are given by equatiofis 8111 and 8.12.

N; = {x € keywordg x € vectorsV 3y € vectorse x <y y} (8.11)
E = {(y,X) | X,y € keywords\ x <x YA fize (X <x ZAz<kY)} (8.12)

ALGORITHM 8.6 (GENERATEDIMENSIONS, HIERARCHY VERSION) This algo-
rithm generates concept hierarchies for each dimensios Fagure[8.4 on page 95
for an example), i.e. the desired output for later data ngnim the data.

proc GenerateDimensionsg:
©  for i < 1to maxDimensiomlo
N; < vectors;
foreach x € vectorg do
N; — N;U{y € keywordg y <k x};
done
Ei — {(y,x) | VX, y € Niex <y y};
Perform topological sort on &
L done
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ALGORITHM 8.7 (GENERATEDIMENSIONS, LATTICE VERSION) This step of the
algorithm generates concept lattices for each dimensiohis Theans that there
might be more than one path between a vector and a given naottherfdown in
the graph.

proc GenerateDimensionsg:
™ for i — 1to maxDimensiomo
N; < vectors,
foreach x € vectors do
N; — N;U{y € keywordg y <k X};
done
done
foreach x € keywordsdo
foreachy € keyworde y <, x do
foreach z € keywords z <x y do
Remove z x
done
done
done
for i «— 1to maxDimensiomo
Ei — {(y,X) | VX,y € Njex <y y};
L done

8.4.7 Correctness of the Algorithm

Equation[8¥# on padeB5 implies that each keyword should aaweique order
number. This number is used when selecting which keywordltbdnd which to
keep in AlgorithnT8 on padeB6, and it is also used by Ckb prune the solution
space in Algorithni.8]13 on pa@€l87. Our solution to the ordenamber is to give
each keyword a number from 1024 and up in the order that theg seen when
generating the database, which implies that a keyword ¢avesubsumed by a
keyword with a higher number unless they appeared for thitifine in the same
record.

Equation8.b on padeB5 is trivial. The implication of thisiation is that the
values have to be available at later stages, but how thegaate available is not
important for the algorithm.

Equatior86 on padeB5 shows the bucket sorting stage ofgbathm. The
algorithm will work even if the sorting stage is removed, btita much higher
computational cost (se2 [17]).
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The slightly rewritten form of AlgorithniL8l1 on pa§el85 seahdw shows that
it does indeed fulfill Equatioris 8.5 ahdB.6 on phgk 85.

proc ReadlnvertedFiles@E
T V¥x e keywords oy < inverted DB Filg;
L Vxe€ keywords buckels,| — buckels, U {x};

Equatiorf8J on padeB6 is a combination of Definitions 8.28Bdn pagEd3.
The implication of the equation is that only one of each péikeyword equiva-
lent keywords should be used in later computation; Therl&ggword is used as
yet another name on the syntactic rather than semantic dévbe keyword still
remaining. Proving that Algorithfi8.2 on p&gd 86 fulfills Etjon[BY on pageB6
is trivial, since it follows directly from Definitiong8.2 aff.3 on pagE 83 together
with Equatior 84 on padeB5.

Equatior8.B on padeB7 follows directly from Definitionl8r8magd8B. Algo-
rithm[B.3 on pagE87 is a rewriting of the equation to ignomaesof the impossible
solutions (i.e., checking if the keyworsdsubsumes the keywongiff (o, > |oy|),
thereby making it more efficient.

Equation[8P on page B7 is the definition wéctor and Algorithm[BX on
pagd gl is just an extension of that equation.

Equatior 810 on padeB8 is the minimal requirements fori&i@pn pagé 88,
but it does not specify how it it achieved. AlgoritHm18.5 orgpEB8 is written is
such a way that it complies with Equatién8.10 on pade 88, litctitical part
in this step is the selection algorithm in the inner whiledo®@HiC contains two
different selection algorithms, as mentioned in Sedfid™®.

Equation[8111 on pade B9 makes sure that only those keywbadsan be
reached from the vectors in a given dimension is added tadih@nsion.

Equation[8:IR on padeld9 yields the edges (subsumptionsptbadetween
keywords belonging to that dimension, as per Equdifion 8nljiagd8P.

Algorithm[81 on the facing page follows Equatidns 8.11 ad@&®n pagé&89,
while Algorithm[B.% on pagE89 has the added rule that therst mxist at most
one path between a vector and any given keyword of that dimend his is the
difference between generating a hierarchy and a lattice.
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8.5 Example of Execution

If we take the dataset in Figufe_B.1 on pagé 82 as input to garithm we will
get the following results:

1. Reading inverted files yields:

K ofki] ki alki]
make 01 ATEX 06, 10
commands 01 auxiliary 06
text 01, 02,05,07-13,15 file 06
Bourne 02 ASCII 07
shell 02 PostScript 08
script 02 document 08, 10
ELF 03, 14,16 conforming 08
32-hit 03, 14, 16 at 08
MSB 03, 14,16 level 08
executable 03 2.0 08
SPARC 03, 14, 16 gx 09
version 03, 14,16 transcript 09
1 03, 14,16 2e 10
dynamically 03 English 11
linked 03 C 12,13
not 03, 14, 16 program 12,13
stripped 03,14, 16 relocatable 14,16
directory 04 lex 15
International 05 description 15
language 05

The buckets are also filled in with the following contents:
bucket# Content

1 make, commands, Bourne, shell, script, executable,

dynamically, linked, directory, International, language

auxiliary, file, ASCII, PostScript, conforming, at, level,
2.0, X, transcript, 2e, English, lex, description

2 IATEX, document, C, program, relocatable
3 ELF, 32-bit, MSB, SPARC, version, 1, not, stripped
11 text
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8.5. EXAMPLE OF EXECUTION

2. The following non-trivial keyword families are found ing data:

family folded keywords

make commands

Bourne shell, script

ELF 32-bit, MSB, SPARC, version, 1, not, stripped

executable dynamically, linked
International language

auxiliary file

PostScript conforming, at, level, 2.0
TpX transcript

C program

lex description

3. Subsumptions found are:

2e <, document English< text document< text
2e <y text International < text executable<y ELF
2e <y IATEX PostScript<y document lex <y text

ASCII < text PostScript< text make< text
Bourne<y text TeX < text relocatable<y ELF
C < text auxiliary <y IAIpX

The results of steps 2 and 3 can be seen in Figule 8.3 on thedimgpage.

4. The vector families in the sample dext ELF, IATeX anddirectorywith 11,
3, 2 and 1 instances respectively.

5. The first dimension consists of the vecttast ELF anddirectory, while the
second dimension has only one vect&igX.

6. Only 2 edges are removed in the topological sorting of shiwll dataset,
(text,PostScriptiand (text,2e) The end result of running the algorithm is
seen in Figur&8l4 on the next page.
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8.6 Algorithm Analysis

The algorithm given in Section 8.4 is a step by step desonptif what should

be done in order to get a consistent concept hierarchy fer tta mining. The
steps are to be performed one after another and some of & e easily be
broken down in parts to be executed in parallel (e.g. all dsi@s can be handled
simultaneously in stes 8.6 on pdgé 89 8.7 onfpdge 90).

Two things have to be considered though, and that is the nadxiost of run-
ning the algorithm and the actual running times on real datee complexity of
the algorithm is calculated in Sectibn 816.1 and the runtimg of the prototype
is given in Section 8.612.

8.6.1 Cost Estimation

Givenm (number of records) anal(number of keywords), we can give the follow-
ing upper bounds of the algorithmic complexities:

proc ReadInvertedFiles@ O(mn)
proc FindAndFoldFamilies(}= O(mr?)
proc FindSubsets@ O(mrf)
proc FindVectorNodes(= O(mrf)
proc ColourVectorNodes(@= O(mrf) or O(mrf-°)
proc GenerateDimensions& O(mn+ n?) or O(mrf)
total= O(mrf) or O(mrf>).

This includes the cost of set operations that we estimatestbinear to the
number of possible elements in a set, ©gm) or O(n).
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Table 8.1: Descriptions of the test data bases.

| Set| records (m) | keywords (n) | vectors (1) | subsets(n7) |

1 12492 634 36 2409
2 12492 780 63 3850
3 256388 7182 114 49631
4 9480 5042 2458 6781
5 7496 3204 1400 4357

8.6.2 Actual Execution Times

Some of the data bases used for testing the algorithm are arir@u in Tabl&8]1.
The first three are prototypical for the discrete databasssse have encountered
elsewhere. The last two are more academic in their naturee shey have unusu-
ally high number of keywords and vectors for their size.

The execution times of the prototype as given in Tablk 8. hemext page are
from a Sun Blade-1000 workstation with a 750 MHz UltraSPAR@rocessor, 8
MB level 2 cache and 512 MB of memory. CE was compiled using gcc version
2.95.2.

Modeling the execution time in terms of the values given ibl@EB.1 and the
time values in TableZ8l2 on the next page (together with pieltbther data sets)
yielded a simple model for each step. We have not modeledxtine #&me added
in step 5a/5b if reusing of vectors in later dimensions islss per Section 8.4.5),
but since it is in the order of 0.2% of the execution time (fibbat the smallest of
our data bases, where it increases the time 0.7%) it is alnsggigible.
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Table 8.2: Average execution times per step in secondsdemito three decimals).

| Set| 1] 2| 3and4] 5a | 5b | 6a | 6b | fill+6a |
1| 0.287 0.363 0.869| 0.012 0.081| 0.329| 0.116| 0.437
2| 0.442 0.382 1.574| 0.041 0.397| 0.516| 0.230| 0.654
3134.931| 1732.080 3047.250 5.060 6.678| 64.088| 23.861| 67.413
4| 2.274 8.436| 42.454|36.407|1012.340 5.241| 5.952| 48.582
5| 1.206 2.410 12.409| 9.662| 266.126| 2.002| 2.375|14.383

ty ~ 1.77%10°8mn+3.19x10*n (8.13)

t, ~ 1.31% 10 °mrf (8.14)

taga ~ 2.30% 10" mr? (8.15)

ts, ~ 6.40% 10~ Omnf? (8.16)

ts, ~ 1.36% 10 ®In(m)n'2333 (8.17)

tg ~ 1.77%10 'mn (8.18)

til 6 ~ 2.44% 10" mn? + 3.51% 10 6nrf (8.19)
t; ~ 4.04% 10 8mn+ 1.79x 10" 'n? (8.20)

The number of vectors and subsets can often be hard to guiese balcula-
tions have been done, but we have found that n?/mandnt ~ ,/mnare useful
approximations. They will usually yield results within 25%6m the correct value
for almost all data bas@s

2Set three in TablE8.2 is one such exception, since it overattsn’ by 76%.
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8.7 Related Work

The work reported in this article is closely related to seticaand knowledge in-
dexing. Itis a widely spread research area that includes derse topics as find-
ing keywords for hierarchical summarizatian [9], knowledacquisition tools[13]
and automatic indexing of system commands based on theiuah@ages on a
UNIX system [14].

Conceptual clustering systenmis][15] are also quite closdgted to this work,
but from the viewpoint of the data mining system rather thiaiihe preprocessing
stage.

Automatic generation of concept hierarchies as defined3hifLrelated but
works on a probabilistic, rather than a discrete, view ofdat. The rule used to
find subsumptions in that work is thatvould subsumg if P(x]y) > 0.8, P(y|x) <
1. This means that transitivity will not work for subsumptsp Given three key-
words §, y andz) such thatP(x]y) > 0.8,P(y|x) < 1, P(y|z) > 0.8,P(zy) < 1 and
P(x|z) # 0.8,P(zx) < 1 would yield a very problematic state sinzés subsumed
by y which in turn is subsumed by but z is not subsumed bx. Whether this is
acceptable or not is up to the user of the system.

The concept hierarchies generated by our algorithm hagagtesemblances
to the feature-oriented classification trees used by S§ilijnPrieto-Diaz/[11] and
Borstler [2]. We believe that this is not a coincident, arat guch structures evolve
naturally when working with closely related pieces of déta koftware assets.
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8.8 Discussion

One method of speeding up theeragecase while keeping the worst case the same
has been used in a newer version of ICHThe keywords are sorted (using bucket
sort) in decreasing cardinality order in sfep 8.1. This dpag the algorithm con-
siderably for the average case, since keyword equalityi@aphe same cardinality
and subset a lower cardinality. This implies that the numidddteywords to be
checked in steds 8.2 & 8.3 on pdgéd 87 was decreased sigrifi¢aith factors of
approximately Ylog(n) and at least A2, respectively).

The grouping of vectors into dimensions uses a heuristioritkgn rather than
a best fit or even backtrack based graph colouring algorithén(f]. We have
experimented with multiple versions of backtracking aidpons, but were not able
to find any that were both fast enough and gave sufficientliebetsults than our
heuristic algorithm.

Some of the non-vector keywords are subsumed by more tharvemsier,
thereby generating a lattice structure with rather compleperties. This is both a
weakness and a strength; A weakness since it will generatgatine set of vertices
more than once and a strength since such keywords are excediedidates for
finding correlations and interesting data points in latetalMining operations. It
would be rather simple to update @Eiso that it excludes all keywords after they
have been used for the first time in a dimension if that would &értain problem.

Previous version of CHC generated a conceptual hierarchy for each dimension
even though the data indicated that a lattice would be mdiegfi(see Figur&8l5
on the facing page for examples of both). The reason for thss tive topological
sorting done in the last step of GenerateDimensions (Algori8.6 on pagE39).
Removing the correct vertices from the set to generate iadattas fortunately
not that hard (see Algorithin 8.7 on pdgé 90); Subsumptiorrareitive function,
e.g. if keyworda subsumes both andc while b subsumes then the vertexa, c)
can safely be removed from the resulting set. This technpqoeed to be very
useful (especially when the keywords are already in deitrgasardinality order
after Algorithm[B.1 on page_85 is done), but requires thatti@sen Data Mining
system can handle lattices rather than hierarchies.

The time required for generating the concept hierarchy fwrbiggest dataset
seems rather high (just over 80 minutes of computation, setidd[8.6.P), but
since this is done only once for each dataset before doirayrdating we believe
it to be satisfactory anyway. One way of speeding this up isréate an extra
dataset that contains no duplicate records and use thisadatdien constructing
the concept hierarchy. The time for concept hierarchy gsiter on our large
dataset (with 38187 unigue records) falls to around 11 remexecution time.
Data mining is often done on static databases, e.g. datehaases, so the cost
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@) (b)

province_or_state

Figure 8.5: Hierarchical (a) and lattice (b) structurestoflautes.

of concept hierarchy generation should generally be ameattover the number of
times that the resulting data is later used. Our approaahiidipoobably not be used
in a constantly evolving database with major upgrades goimgimultaneously.

8.9 Experiences

All work so far on the prototype have been fruitful in the foofrdata relations both
directly from concept hierarchy generation and also froterldata mining. The
concept hierarchies generated have generally been of gaaliyqg(i.e. logically
connected keywords tend to be in the same dimension or elmusied, etc.)
with some minor glitches and we hope to see future use of garighm in the
works of others.

The divisions of two multinational companies that have uSétiC have been
very pleased with the results obtained from the program, v found other,
more novel, uses for it as well. One of the comments that we haweived is
that “The only other option [available to us] would have been tehirvery ex-
pensive expert in the field, and she would probably have cgnweith something
remarkably similar to what we get fro@HIC.”
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Chapter 9

Propagation of Meta Data over
the World Wide Web

Paper appears with kind permission from CSREA Press.

Abstract

In this paper we propose a distribution and propagation aitjon for meta
data. The main purpose of this is to tentatively allocate enive meta data
for nodes (in our case sites and/or web pages) for which na &t exists.

We propose an algorithm that depends on 1) meta data givemtala, site
and/or web page, 2) how pervasive we percieve this meta dath3) the
trust that we give to this meta data. We will also show that®1&bels can
be used to hold the meta data even for distant web pages a¥d sit

Keywords: meta data, automatic propagation, PICS, spatial linking
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9.1 Introduction

Meta data embedded in web pages are one of the most reliahlesméacquiring
meta data for web pages. Web developers have however a tgniieamit meta
data in their pages. Those that do add meta data tend to pitihér very sparse
meta data or everything thatight occur further down in the web hierarchy that
they control. In this work we propose a way to use the metaalatady available
in hierarchies of web pages to automatically propagate isfadmation to other
web pages.

Meta data that has been well thought out can be used to infeertbdomain
(and in some cases sub-domain) for web pages. Some of theldetbmeta data
that we have found while looking at a large number of web pagesindeed be
used as substitute for the content of the web page when dearghes.

We postulate that searching and browsing can be performedeometa data
level directly first. We have furthermore found that the cection between web
pages and meta data can be viewed in the same way as PICS(labetseta data
is either bound to a specific web page or to an entire (subdultiey of the web).

9.1.1 PICS

W3C has devised a protocol callethtform for Internet Content Selecti¢RICS),
with which organizations and companies can provide filteas &llow only suitable
pages to be presented. The PICS standard does not say hamgastetll be done,
nor how it should be used or presented. That is completelyoupe software
providers and this has led to an abundance of differentgatistems, none of
which are compatible with the others. The good part with thithat a user of
these systems can choose not only among suitable ratingdsauvhich services
to trust [9,/10[4].

There are few providers of rating services that use PICSofAthem use it for
client side blocking. That means that the browser first als&sservice provider
for its rating of a certain page, and if that rating is withiegefined boundaries it
starts to down-load the actual web page. Parents, teachefsra@mployers can
choose which rating service to trust and what levels of thiaga are suitable for
down-loading. Providers of these types of services inchdiNanny, Cybersitter,
Cyber Patrol, and Surf Watch [13,114] 17].
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9.1.2 Web-Based Meta Data

PICS labels can be used to store any kind of textual metarretion about an
Uniform Resource Identifier (URI). One way to use a PICS l@betau (an off-site
provider of PICS labels) is as a meta data repository/warsghoT his data can then
be searched much more effectively than searching througheatorresponding
web paged 4. 19].

The PICS based labels are either for a specific web pagente.g. / / www. cont -
users. ht m ) or for a web path and everything beneath it (&tg.p: / / www. cont ).
If we have a label bureau set up and a request comes for infiommaertaining to
a specific web page/address (ehgt p: / / www. cond r esear ch/ users. ht nl) the
bureau must first try to locate information using the exadb wedress given, and
if that fails try with each path that is a prefix of the web addrée.g. first for the
http://ww. conlresearch/ pathandthehttp://ww. cont) until the required
data is found[]9] (see Figue®.1).

research/

Y
projects.html

Figure 9.1: A small sample of a web hierarchy.

9.2 Propagation Algorithm

Looking at the web as a collection of nodes (web pages) andseflipks) yields
the graph corresponding to the part of the WWW that we wantddeh The nodes
in the graph are further augmented with meta data for theespanding web page.
This graph can be used to generate meta data for web pagésglacktual meta
data using the algorithms given later in this paper.
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Meta data propagation is controlled by the trust level amdgsveness that we
attribute to a each node in the graph. Pervasive meta data prigpagate further
than one step. Propagation will stop when reaching nodéshigher trust levels.

We propose the following rules for meta data extraction angagation:

1. If we have meta data extracted from a web page we woulchréta data
for the corresponding node (possibly reformatted andeatjer

2. If meta data exists for a path that is a prefix of the reqdesteb page then
it is used for the node instead.

3. Depending on how much we trust the meta data from a certaia we have
different ways of propagating the meta data given: The higlist we put in
the meta data of a node, the higher the probability that itlvélpropagated
to those nodes that there are edges to. We have found thatténgection
of all meta data represented in those web pages that haveea@dgnode
(looking at only those that have the highest trust level agribe incoming
links) will yield a system that is consistent and well belthve

The different trust levels are not defined here. We view tlexgtls as an
enumerated value ranging from “no trust” to “full trust”. @rsion to and
from these values must be defined in the domain that they abe sed
depending on the requirements of the surrounding systems.

4. Moreover, some sites may be marked as pervasive, medrdahgieta data
from that site will propagate recursively to nodes furthert one link away.
It is held in check by pages already marked in the sig¢ps1 ortBiohlgo-
rithm, and will not propagate to pages markeflin 3 unless ¢aemeta data
has a higher trust than already given.

We donot advocate setting all meta data systems to pervasive anpdrudited.
Pervasive propagation should only be used when the prapagagn be controlled
in some other way. Uncontrolled propagation would yieldrasréasing amount of
data to propagate to all nodes in the graph, diminishing #hgevand truthfulness
of the meta data. The resulting graph from using pervasiassdication of all
instances of given meta data will yield a graph where all sog# be marked
with (possible diluted and/or wrong) meta data. The maisaador this is that
everything that one can find a link chain to without data gikgrules 1 ofR will
be set to the meta data of the source.
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Given the small example in Figute™®.2 we can show the diffegsrbetween
trust levels, i.e. meta data propagation using riles $hiidBlis marked as a low
trust system we can find the following propagations:

e D will be marked withx.
e |f Ais more trusted tha@ thenE would be marked witkx.
e If Cis more trusted thaA thenE would be marked witly.

e If AandC are equally trusted thel would be marked with the intersection
of x andy.

o If Ais marked as pervasive and has at least the same trBshasF would
be marked wittx, since the value given tb would continue to propagate.

It would not propagate iB is more trusted thai, sinceD would get the
meta data fronB rather thanA. Just becausA andB have the same meta
data is not sufficient reason for further propagation of tle¢andata ta- [l

U
[
<

Figure 9.2: Sample graph with nodes. (. F) marked with meta data(. .y).

1This might seem counterintuitive (since both A and B agre¢herevidence) but our algorithm
uses only the highest level of trust.
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9.3 Definitions

The following definitions are the ones typically found in werabout compilers,
e.g. [6[18[2], but adapted to the needs of this paper.

DEFINITION 9.1 Asemilatticeis a set with a binarymeetoperationA such that
foralla,b,ceL:

1. ana=a (idempotent)
2. aAb=bAa (commutative)
3. an(bAac)=(anb)Ac (associative)

DEFINITION 9.2 A semilattice has aero element Gff aA 0= 0 for everya € L.
L has aone element liff aA 1= afor everyac L.

COROLLARY 9.1 If 0 exists, then it is unigue. This holds true fbas well.

DEFINITION 9.3 If (L, A) is a semilattice and andb are arbitrary elementsthen
we can define a relatiod in L:

a<b<«=anb=a
The <, > and> relations can be defined in a similar way.

COROLLARY 9.2 Let(L,A) denote a semilattice and the relation introduced in
Definition[@.3. Then< is a partial order oih.

DEFINITION 9.4 Achainis a sequenceay,ay,... of elements from a semilattice
Liff g >a,qforalli=12,...

DEeFINITION 9.5 A semilatticeL is bounded iff for every a € L there exists a
Ca € N such that the length of every chain beginning vétis at mostc,.

DEFINITION 9.6 A total functionf : L — L is monotonic iff for all abe L :
f(anb) < f(a) A f(b).
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DEFINITION 9.7 Amonotone data flow systen{MDS) is a tuple
Q= (L,A,F,G,FM), where:

1. (L,A) is a bounded semilattice withand1.
2. F is a monotonic function space for

3. G=(N,E) is a directed graph modelling the web, with web pages as nodes
and the links between the web pages as edges. This would paisD
contain a start nods, but since the WWW is not a totally connected graph
we will ignore start nodes and ordering between nodes inytbies.

4. FM: N — F is a total function oveN.

9.4 A Monotone Data Flow System on Meta Data over
Web Pages

We can now look at the web as a directed gr&# (N, E), with web pages and
paths as the nodds and the links represented by the ed@§esThere are a few
basic rules that must apply in order to get a functioning dalle system:

1. Nodes that contains meta data that is valid for a pathugicy an entire
web server) and everything beneath it in the site tree musees as highly
trusted systems and have linksatideastthe web pages beneath it in the tree.

2. The meta data directly attributed to a specific nodie the system must be
marked as such, and will not be changed later on by the afgoarit

Furthermore, all meta data must be marked with the trusngiwét and how per-
vasive it is. The data to be distributed over the graph is tetardata given to the
system at start-up. In our system we have:

(L,A) = (P(meta dat@ N),
0= and
1 = meta data

The definitions in Sectiolid.3 can then be used to model ourofeteta data
and web pages using algoritfim19.1 on the following page[aAad®.pagé_113 (a
heavily rewrittengeneral iterative algorithnjg]).

The result of the algorithms are found tiust (only used as an intermediate
result between the two algorithms) alidF. INF is meant to supersede the given
value ofFM in the final MDS.
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9.4. AMONOTONE DATA FLOW SYSTEM ON META DATA

ALGORITHM 9.1 (HANDLES ALL NON-PERVASIVE DATA)

Input: An MDSQ = (L,A,F,G,FM) with G= (N,E)
INF(n): The actual meta data associated with node n. Given by
rulesd o2, otherwise undefined.
stabledn): Array of booleans marking that this node got its value by
rules1 o2
trust(n) : The trust level of the meta data given to the current node,
enumeration or other values
pervasivén) : The data of this node is pervasive
Output: INF(n): See above, but updated by the algorithm
trust(n) : See above, but updated by the algorithm
Variablesnhe N: The node that we are currently looking at
newt) : Possible meta data for current node, per trust level
N € PN: Stable but not pervasive nodes
t,hi: Temporary variables of trust levels
begin
Initialize

end

foreachn € N e undefinedNF (n)) do

od

INF(n) < 0O;
trust(n) < no trust;

N’ «— {ne N | stabledn) A —pervasivén)};
Handle all non-pervasive meta data once
foreachn € N e —stabledn) do

od

Initialize required data
foreacht € trust levelsdo
newt) < 0;
od
hi < no trust;
Find intersection of incoming links with highest trust
foreachn’ € N'e (n',n) € E do
t — trust(n’);
new(t) < new(t) N INF(n);
if t > hithen hi < t; fi
od
Update INF if a change has been found
if t > no trust
then INF (n) < new(t);trust(n) — t;
fi
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ALGORITHM 9.2 (MODIFIED ITERATIVE ALGORITHM)

Input: An MDSQ = (L,A,F,G,FM) with G= (N,E)
INF(n),
trust(n) : As given by algorithri @1 on the facing page
stabledn),

pervasivén) : As in algorithnT@1l on the preceding page
Output:  INF:N —L, A total function
Variablesn, t, hi, new(t) : As in algorithnT3Il on the facing page

N € PN: Pervasive nodes

stablec Boolean: Have we reached a stable state?

begin
Repeat data propagation until stable
stable— falsg
while —stabledo
stable— true;
N — {ne N | pervasivén)};
Check for incoming meta data
foreachn € N e —stabledn) do
Initialize required data
foreacht € trust levelsdo
newt) < 0;
od
hi < no trust;
foreachn’ € N'e (',n) € E do
t « trust(n’);
newt) « newt) N |[INF|(n);
if t > hi then hi < t; fi
od foreach n’
if hi = trust(n)
then new(hi) < new(hi) " INF(n);
fi
if hi > trust(n)
then
INF(n) < new(hi);
trust(n) < hi;
pervasivén) — true;
stable— false
fi
od foreach n
od while —stable
end
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9.5 Related Work

This work builds on all previous forms of web minirig [8] of siestructured (i.e.
HTML) data. Typical examples of this includes wrapper initutlike STALKER [11],
and information extraction like RSVI[5] or WHISK/CRY STAL’116].

Extracting the information from the web was however onlyftret step; we are
more interested in how meta data can be viewed outside of ¢lhe Wihe extracted
data can either be seen as a data base over thelwieb [12] or asca & web
structure mining such as HITS|[7], Clevér [3], PageRank anddke [1].

9.6 Discussion

We have used the algorithms described in this paper to mioe@i¢b structure (and
meta data content) of Umea University. The university is dioma sized university
in northern Sweden with approximately 25,300 undergradaatd 1,300 graduate
students. Its web structure contains less than 100 officédl servers with a total
of more than 200,000 static web pages (counting only HTMLegagot pictures
and other binary data).

Very reliable results from this data set has been obtaineenwione of the
meta data has been marked pervasive. Trust levels werasigcieasing order,
according to 1) individual web pages containing meta dgteeta data for a sub-
tree in a hierarchy, and 3) for the corresponding server.

We have checked the validity of the given meta data. Mostr(agpmately
95%) of the checked individually marked web pages had cormrexta data set.
Almost all sub-trees had correct meta data (less than 1%icaut errors) and the
meta data given on the server level were 100% correct.

Looking at this data set we find that3% of the pages contain embedded meta
data keywords. Applying rule 1 in Secti@n®.2 makes this @glump to~ 55%
and rule 2 increases this even furtherxt®7%. Setting some of the nodes/web
pages pervasive might yield an even higher percentagendigeon which nodes
are marked pervasive.
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Chapter 10

Assessment of WWW-Based

Ranking Systems for Smaller
Web Sites

Abstract

A comparison between a number of search engines from thifegedit fam-
ilies (HITS, PageRank, and Propagation of Trust) is presdrfor a small
web server with respect to perceived relevance. A total @f iB@ividual

tests have been done and the results from these were disgethio the al-
gorithms, and then handled using confidence intervals, Kgbrov-Smirnov
and ANOVA. We show that the results can be grouped accomizgorithm

family, and also that the algorithms (or at least familieaphde partially or-

dered in order of relevance.

Keywords: Assessment, search engines, HITS, PageRank, Propagétion o
Trust, and eigenvectors
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10.1 Introduction

Finding the required information on the WWW is not a triviakk. Currently
used search engines will usually give good advice on pageshat, but are there
more personalised tools that can be used instead? We wilkimvbrk compare the
relative strength of some of the algorithms usable in a ustineld personalisation
environment, in order to find out how they behave over smaliéworks (such as
a single web server).

Two things that these algorithms have in common is that thpgrate on a
connection matrix (or adjacency matrix), and they all usetao$ pages that are
known to be about a specific topic (callkdown pagesas the starting point. The
algorithms belong to three different families:

Hypertext-Induced Topic Selection (HITS [8]) This family of algorithms does
not work on the entire connection matrix, but will insteaé assubset of this
matrix calledH. It includes the known pages together with pages pointing
at one or more pages among the known pages as well as the pagesip
out by them. Each page in the entire set is given a start valia cate-
gories, “hub” (denoting an important link page) and “auttydr(denoting a
page with valuable information on the given subject). Thedaes are ad-
justed by iteration and normalisation over the simultaseeguations given

in Eq. (I01).

h = Z a; aj = Z hi (10.1)
(i,])eE (i,])eE

The basic idea behind HITS is to use the inherent strengtheofdnnection
matrix. The starting point is to give a value to all pages mkhown set, and
then calculate the final result by propagating these valugdtithe forward
direction ofH (giving a partial result of the authority pages), then bautk i
the hub value until the calculations are stable.
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The two algorithms of the HITS family that we will use are thegmal
HITS [8] algorithm as well as thRandomized HITS[LI] algorithm, where
some of the hub/authority value given to each page is dissdpa all pages
in the set. There are other versions in this family, inclgdin

Subspace HITS [L1], where all stable eigenvectors found are multiplied
with their relative eigenvalue strength and these are thgerposi-
tioned,

Clever [5], where the connection matrix is slightly changed by vintitogg
according to the number of incoming/outgoirég hyper-linksneell as
whether the pages resided on the same site @r not

MHITS [10Q], where the connection matrix is generated using web &%y
well as more than one link away from the original startingegag

BHITS [1I, where two things are used in order to make HITS more stabl
outliers are filtered out and the weight of links between texvers are
one divided by the number of links, and

Stochastic Approach to Link Structure Analysis (SALSA)[9], whereH
andH’ are updated in order to get stochastic matrices (by dividah
value in a row with the number of values in the row). The maasom
for doing this is to get a sound and stable system, but thedintabme
is that for systems without dangling nodes (or weights) weagesult
directly related to the in- (for authority value) and ougdke (for hub
value). This can be computed much faster with other teclesiqu

Clever and BHITS were ruled out since all pages resided omafeserver
and Subspace HITS were removed since our search enginewaakne/as

unfortunately not able to support them fully. No web logs evavailable,

thus ruling out MHITS, and SALSA did not give sufficiently figgained

results for weighted disseminations. This left us with HAr8l Randomized
HITS from this family.

1A later version of Clever breaks up pages with a vast amouatitifoing links into micro-pages,
each with its own fine-grained hub valué [3]. These microgsagre not seen as entirely separate
entities, and a secondary aggregate hub/authority valubeaalculated for them as well.
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PageRank This is the main algorithm of Googl&l[2], and is used to givauarg
independent importance number (callechak valug to each web page ac-
cording to the structure of hyper-links between web pages.

PageRank uses a random surfing model over the Internet. Haasihat it
models the behaviour of a web surfer that follows one rangiainbsen link

in the current page, every once in a while this web surfer lgetsd with the
current chain of pages and skips to a random page on the étt@ailed the
damping facto). Each visit to a page would in theory indicate that a page
gets slightly more interesting than before. Rather thamtgta simulator
mark each visited page a humber of times, there are much nffeictiee
ways of simulating and calculating these values.

The probability that the web surfer will visit pagg is given in Eq. [I0R),
using (1—p) < 1 as the dampening factor, the gra@h= (V,E) whereV
is the set of pages artl is the set of hyper-linksp = |V|, andd(w;) is the
out-degree of page;.

1-— PR(w;
PROW)) = =" 41 > W)
n ES

(10.2)

This is the same thing as using a connection matrix where@aamn sums
to 1 modified by adding the dampening factor as can be seen.if&®).

P:{Eiq +uM (10.3)
n nxn

The PageRank is the dominating eigenvectaP:oPrt= 11, 1t> 0, ||11|1 = 1.
This means that thieth entry ofrtis the probability that a surfer visits page
i, or the PageRank of page

The version that we will use in this work ®pic-Sensitive PageRanH(/].
It uses the same general ideas and algorithm as the normelRBak, except
that skipping will be to one of the known pages; the dampeifféator is
only added (and scaled accordingly) if the correspondirgepa known to
be about that particular subject.
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Propagation of Trust This set of algorithms builds on the algorithm found.ini[12].
The main idea is that the trust of known pages are distrib{aed diminished
by 1/€, where > 1) over each outgoing link, until the value is too small to
make a difference any more. We will use three different wmsiof this
algorithm in this work:

Basic Propagation of Trust (ProT) Given an initial scoreo(j,0) =1 (100%)
for pages that are on-topic and zero otherwise, and usasythe iter-
ation count as well as settingyto be a value just over the dominant
eigenvalue of the corresponding connection matrix we calyae
algorithm in Eq.[I0H).

K1 .. } .
o(j, k) = = S wlik-1)+ w(j,k=1) Jison-topic .,
E (i,JeE 0 otherwise.

The final answer is given after normalisation of #h to vector.

Superpositioned Singleton Propagation of Trust (3ProT) This algorithm
is a much faster replacement for ProT. For each page amorhkgoinn
pages we calculate a singleton (or basic) vector using Rrod then
superposition these vectors to form the final answer. Caicig a sin-
gleton is usually much faster than using the set of known pdagectly
in ProT.

Hybrid Superpositioned Singleton Propagation of Trust (HyS?ProT) This
is a hybrid version of 3ProT where each outgoing value is further
decreased with the number of outgoing links (i.e. the ogtrele of a
page) in the same manner as for PageRank.
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10.1.1 Hypotheses

We have two main hypotheses regarding smaller input setsAgpendixX_I0.A on
page13b for a description of the input data set):

1. These algorithms will for this data set give top five restitiat are disparate
when comparing different families of algorithms with eac¢hey.

2. The Propagation of Trust family gives better sets of top figsults (with
regards to relevancy) than any of the others for this data set

10.2 Methods and Materials

In order to find out whether the algorithms in question yietaisghly equally rel-
evant results the following experiment was conducted: Tipefive results from
applying the algorithms was gathered and combined for a eurobkeywords
(see Sectio 10.4.1), yielding a total of between nine antirk8@ per keyword.
These links were manually examined for relevancy with régéo the correspond-
ing keyword by those participating in the experiment, yiiedda total of 307 tests of
the ten keywords. The relevances were then propagated dwéok torresponding
algorithms as per Sectidn_I0.R.2 in order to find out how exlethe mean result
of each algorithm are, both per question and in total. Thel televancy of each
algorithm were then compared using confidence intervaks $eetiorl10.213) and
Kolmogorov-Smirnov (see Sectidn_1012.4) to show whetheretare differences
between each algorithm in terms of relevancy.
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10.2.1 Keyword Selection Criterias

The first criteria was that at least eight pages had to coat&@yword in order for
it to be eligible for inclusion in this experiment. The reador this is that there
should be a basis for variability of the top lists of each dthm. One keyword
that appears in only one page was still kept here, sinceti@aribetween HITS and
Randomized HITS was apparent with this keyword.

The second criteria was that combining the results from liperighms should
yield at least nine unique links in the resulting set. Onceanthis rule also stems
from the variability of the top lists.

The third criteria was that the pages had to be present dtmmgxperiment.
Some pages have been removed since the database was gathesqaeventing
some otherwise fitting keywords from being used.

The fourth criteria was that no student web page should beded in the top
lists, so that no single individual of the student body stidakl singled out.

The fifth criteria was that at most 20 links should be given svhembining
the results of the algorithms. The reason for this is thatwibekload of those
participating in the experiment should be reasonably small

The sixth and final criteria was that not all pages given bylgardghm should
have exactly the same weight attributed to them, in ordeséotiie weights to find
differences between the data sets.

These criteria yielded a list of a few hundred suitable cdaugis for inclusion in
the experiment. The final selection was done using two methedlirect selection
of some keywords that we felt were well defined (in this casgran’, ‘jubo’,
‘kompilatorteknik’, and ‘ola’), while the others were seted at random.
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10.2.2 Dissemination of Result to Algorithms

The relevance checking was done using blind reviews (i.eefevsence was given
as to what or which algorithm(s) produced the link in the toe fpbositions) on
a five-graded scale. The first grade indicated that the revievas unable to say
anything about the relevancy of the page regarding the mukeyword, and these
values were ignored in all calculations. The second gradesponded to a com-
plete lack of relevancy, i.e. 0. The third grade was indieabf some relevance,
i.e. % The fourth grade indicated a moderate amount of reIeveimac%,. The fifth
and final grade indicated that the page was very relevantegmonding to 1 (or
100% relevance). This scaling will lead to an underestiomatif the true relevance
of the pages, but we are interested in the relative ratherekact relevance here.

10.2.2.1 Original Dissemination

The pages given in the top lists for each algorithm shows hvipiages should
be included in each dissemination. The values correspgrdirach grade were
summed up and then divided by the number of grades that diteiohg to the
first grade, thereby forming a mean relevancy for that keyveord algorithm com-
bination according to that reviewer.

As an example, consider the top-IRtcontaining the five pages, B,C,D and
E. These were given the gradAs grade oneB - grade two, ... E - grade five.
This means that the mean relevancy for topHigtom this grader was

0+1/34+2/3+1

7 = 0.5 0r 50%

10.2.2.2 Weighted Dissemination

The algorithms supply not only the list of pages, but alsegia weight (0, 1] for
each page. For all pages with grades higher than the firstyaddth the product
of page weight and the corresponding page relevancy anduthebthe weights.
The final number is given by dividing the sum of products witimsof weights.
The rationale here is that the higher weight attributed ¢ortlby an algorithm, the
more important that page should be for the final score.

We can continue the example above by saying that the weightsmaonding
to pageA is a = 0.6, weight of pageB is b = 0.7, ..., and weight of page E is
e = 1.0. Given the same grading as in the previous section the tesigklevancy
would be

0.7x0+0.8/3+09x2/3+1

~ 0.5490/54.90%
0.7+08+09+1 / .
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10.2.3 Confidence Interval Comparisons

The mean result can be used to rank the algorithms accorlirelevancy. More-
over, by forming a confidence interval around this mean itassible to show
whether the results from the disseminations are disparate.

10.2.4 Kolmogorov-Smirnov Comparisons

One of the most widely used goodness-of-fit tests availabkheé Kolmogorov-
Smirnov. It uses the maximum differenban y values between two curves plotted
in a cumulative fraction plot, i.e. going in discrete step$/gsteps from 0 to 1 from
left to right. This difference is then compared to a numbet ttepends on both
the choseru level (in our case 0.001) and the number of samples in theT$et.
number of samples to use in the comparison is calculatedtherariginal number
of samples for each input set;(andny, respectively):

Ny X N2
N1+ N2
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10.3 Results
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Figure 10.1: This graph shows the mean relevance values laasv@5% confi-
dence intervals per algorithm, both unweighted and wedhte

10.3.1 Confidence Interval Comparisons
10.3.1.1 Original

Both the 95% confidence intervals plotted in Figlre110.1 ak agethe 99.9%
confidence intervals given in TaHIe_T0.1 on the next pageslemthe same result;
we can divide the algorithms into four groups. The top grooptains Hy$ProT,

S?ProT and ProT, with each confidence interval encompassiagntan value of
the others. The second group contains only one algorithmpicT®ensitive Page-
Rank. The third group contains HITS Authority and RandomiizéTS Authority,

and (Randomized) HITS Hub is the algorithm that is the solenber of the last

group.
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Table 10.1: The mean relevance values and their 99.9% coc@datervals, given
in descending order.

[ Algorithm | Mean [ 99.9% conf. inter.]
HyS?ProT 0.4823| (0.4383,0.5263)
S?ProT 0.4797 | (0.4325,0.5270)
ProT 0.4416 | (0.3872,0.4959)
Topic-Sensitive PageRank | 0.3462 | (0.3073,0.3851)
HITS Authority 0.2723 | (0.2210,0.3237)
Randomized HITS Authority| 0.2465 | (0.2057,0.2873)
(Randomized) HITS Hub 0.1719 | (0.1344,0.2094)

10.3.1.2 Weighted

The same four groups with overlapping confidence intervatsie found in the
weighted result set as well as can be seen in Figurd 10.1 ofa¢hey page and
Table[IO:R. The first group consists of BT, $ProT and ProT, the second
of Topic-Sensitive PageRank, the third of both versions Idi3HAuthority and the
final group contains (Randomized) HITS Hub.

Table 10.2: The mean weighted relevance values and th&¥®8onfidence inter-
vals, given in descending order.

[ Algorithm | Mean | 99.9% contf. inter. |
ProT 0.5654 | (0.5070,0.6237)
HyS?ProT 0.5582 | (0.5114,0.6050)
SProT 0.5540 | (0.5033,0.6047)
Topic-Sensitive PageRank | 0.3783 | (0.3312,0.4253)
HITS Authority 0.2761 | (0.2248,0.3273)
Randomized HITS Authority| 0.2761 | (0.2248,0.3273)
(Randomized) HITS Hub 0.2034 | (0.1569,0.2500)
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10.3.2 Kolmogorov-Smirnov Comparisons
For each combination of result lists, we put up the followirygothesis:
Ho : The distribution of the two lists are equal.
H; : The distribution of the two lists are not equal.
The Kolmogorov-Smirnov test is then applied to the comldmain order to
either reject or accepio.
10.3.2.1 Original

The results from these comparisons is that PrPr8T and Hy3ProT have al-

most identical distribution, as does HITS Authority andrb&andomized HITS

Authority and (Randomized) HITS Hub. All other combinatsoare disparate at
the 99.9% certainty level. The corresponding cumulatiaetfon plot can be seen
in Figure[IO.P. For full results see Appen@ixID.D.

Cumulative Fraction, Original
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20 + ! (R)HITS auth
! e (R)HITS hub -------
! PageRank --------

o ProT
,,,,,,,, L S2ProT ——--
77777 - HyS2ProT -----

0 20 40 60 80 100
Relevance

Figure 10.2: Cumulative fraction of answers that is at aadetevel or lower.
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10.3.2.2 Weighted

The results from these comparisons is that HITS Authority Bandomized HITS
Authority have almost identical distribution, andP3oT has a distribution that is
very close to both ProT and HyBroT (while these two are disparate). All other
combinations are disparate at the 99.9% certainty leves. cbinresponding cumu-
lative fraction plot can be seen in Figre10.3. For full iessee AppendikZIOID.

Cumulative Fraction, Weighted
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- E PageRank --------
o ProT
I o S2ProT ————
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0 1 1 1 1
0 20 40 60 80 100

Relevance

Figure 10.3: Weighted cumulative fraction of answers thaitia certain level or
lower.
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10.4. DISCUSSION AND CONCLUSIONS

10.4 Discussion and Conclusions

Looking back at the two main hypotheses posed in the intrimlu¢Sectio-10.1]1)
we can see that both of them have been shown to be true witrslggticance:

1. The mean values from each algorithm of each family doebereappear in
the confidence intervals of another (Secfion 10.3.1), ndr Klmogorov-
Smirnov retairHg of comparisons between families (Secfion10.3.2) for both

original and weighted values.

2. The values presented by the confidence intervals in $EB0E.1 shows that
a distinct relevance order can be seen among the algorithrilida. The
order is that Propagation of Trust yields better result thapic-Sensitive
PageRank, that in turn yields better result than HITS. Téialso visible
in Figure[I0.P on padgeIBO where this order (remember thawerlourve
corresponds to better relevancy) can be clearly seen. Fhisa true for the
largest part of FigurE_10.3 on the previous page, even theagte crossing

of the graphs can be seen.

The Hub lists of HITS and Randomized HITS are identical inuheveighted
version, while the weighted version shows some minor diffees (D = 0.0749).
A slightly larger difference can be seen when looking at th#erity scores, with

difference in distribution of (D = 0.07818) or= 0.2890.

There is a slightly more complex situation among the alporg of the Prop-
agation of Trust family. While looking at the original conm@ns at the high
significance level we are unable to reject that each meare ealuld come from
one of the other algorithms. Looking at Figlire10.2 on dad# dr®l Figurd_1013
on the previous page gives a clear indication that tierefact some minor differ-
ences between the algorithms. The only way to show this isai®asex, and the
o required to show that the distributions are disparate caseba in TablEZI0l 3.

Table 10.3: This table shows tloethat must be chosen in order to show that the

distributions from the algorithms are disparate.

Original Weighted
S?ProT | HyS?ProT | S?ProT | HyS?ProT
ProT 0.0074 0.0024 0.0988 0.0004
S?ProT 0.4526 0.0528
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The results given in SectidnI0.B.1 has been confirmed by USNOVA tests,
where only tests between algorithms of the same family lpavalues of 0.001 or
higher. The relevant tests are between:

e HITS Authority and Randomized HITS Authorityf & 1.6811 p = 0.1953),
e ProT and &ProT (f = 3.0072 p = 0.0834),

e ProT and Hy3ProT (f = 3.6335 p = 0.0571), and, finally,

e S?ProT and Hy8ProT (f = 0.0169 p = 0.8966).

Our conclusion of this experiment is that not only does tlgoi@thms in the
Propagation of Trust family yield good results even for deraflatabases, they
give better results than the competition. The main reasoth#lower results of
Topic-Sensitive PageRank is probably the relative lacknsl the more links (and
pages) the better it seems to be working. There are on the lndinel two reasons
for the lower than expected results from HITS:

e The first reason is that some pages that came from the hulltistet talk
about a subject directly but have lots of links to pages tbatd

e The second reason is that HITS suffer from mutually reirifaraelation-
ships between pages among the included pages as well agltdpievhere
a tight-knit community of pages can take over as the most itapbpages
for a query.

The scaling could be improved on an intuitive level by using@e sensible
scale (such as ignore, 0%, 50%, 75% and 100%) if more exastamwte number
were required. We have opted to continue with this scalimgesrescaling would
not affect the final result.

One thing that could be done to get even more information pgwkrd is to
look at more than 5 links per list. This method have the draklibat the number
of links to process for those participating in the experitrianreases almost lin-
earily, so that an increase from 5 to 10 links per algorithelds roughly twice as
many links to check.
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Another test that should be done is to look at a much largeabdat, pre-
ferrably the entire Internet. Since this data is not avélalb this time this is hardly
feasible, even though we do have much larger databases toamqisuch as the
entire web structure at Umea University). It would howeverrbuch harder to
choose keywords to use, since even more criterias (suctgas pa more than one
web server) could be applied.

Hiding the true souce of each link rather than comparing diatHirectly was
first seen in[]5] (comparing Clever and Yahoo), since theydba distinct problem
in their earlier comparisons that showed the entire remsittt from each search en-
gine/algorithm [[4]. One set of the included result listshie blder test contained
annotations and one-line summaries, thus yielding betterration for the classi-
fier to use when assessing relevancy. We must agree thathlgidgexaminations
for relevancy yields an objectively better result and stidnd used in future studies.
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10.A Test Database

The database used in this experiment contains a subsettbkegllages available
atwww.cs.umu.se, the web site of the Department of ComgBicience, Umea
University. This database was collected in January 2003.

The database contains 7312 pages, of which 2728 are HTMLspaige out-
going links. There are a total of 22970 hyper-links, yietfdan average of approx-
imately 8.42 outgoing hyper-links per HTML page and justro8el4 incoming
links per page.

A total of 57823 keywords are present at least once in theeesdit of pages.
These keywords are present in on average 9.87 pages, fal @t&70870 page
occurrences. 33854 of these keywords appear in the samésages as another
keyword, so that only 23969 unique ranking lists are reqguioe the entire set per
algorithm.

Looking at the web site as a undirected graph we find that itatoes 130
components, with 6885 pages in the largest component.

10.B  Keywords

The keywords used in the assessment can be seen in(Taflle 10.4.

Table 10.4: The keywords used in the tests.

| Keyword | English | #pages in DB| #pages in tesf #tests]
aagren Agrer? 227 17 34
choklad chocolate 15 17 33
exempelrapport | sample report 1P 9 34
jubo Jurgen Borstlér 110 19 30
kallin Kallin® 161 19 37
kompilatorteknik| compiler construction/ 23 18 31
techniques

konstant constant 18 16 26
matrismultiplik | matrix multiplict 8 16 19
ola Oola? 251 17 37
relation relation 17 14 26

Sum: 307

aProper name.

bBreaks the first selection criteria, but was included sint®ther criterias were met and it
manifested a real difference between the authority listdl®fS and Randomized HITS.

®This keyword has been truncated by stemming.
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10.C Confidence Intervals per Keyword

The 95% confidence intervals for each keyword given in Appe@@.H on the
preceding page (and Taljle~10.4 on the facing page) can bérsEmure[I0.H% and
Figure[TIO.b on the following page.
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Figure 10.4: Mean relevance and 95% confidence intervalthéofirst four key-
words.

10.D Full Kolmogorov-Smirnov Results from
Comparisons

Table[I0.b on pageIB9 contains all results from applyingriégjorov-Smirnovs
tests on each of the 21 possible combinations of algorittoosnting the results
from HITS Hub and Randomized HITS Hub values as equal). Thehkees are
given for both the original and for the weighted Kolmogoi®miirnov tests.
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10.D. KOLMOGOROV-SMIRNOV RESULTS
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Topic-Sensitive PageRank D =0.2899 > 0.157,| D = 0.2410 > 0.157,| D = 0.3062 > 0.157,
Ho rejected Ho rejected Hy rejected
ProT D =0.0977 < 0.157,| D =0.1629 > 0.157,
Ho accepted Hy rejected
2ProT D = 0.1075 < 0.157,

Ho accepted
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Chapter 11

S?ProT: Rank Allocation by
Superpositioned Propagation of
Topic-Relevance
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Purpose - The purpose of this paper is to assign topic-specific ranksab
pages.

Methodology/Approach - The paper uses power iteration to assign topic-
specific rating values (callegtlevancgto web pages, creating a rank-
ing or partial order among these pages for each topic. Ourrapph
depends on a set of pages that are initially assumed to beaetdor
a specific topic, the spatial link structure of the web pagesl a net-
specific decay factor designatéd

Findings - The paper finds that this approach exhibits desirable prioge
such as fast convergence, stability and yields relevanvansets. The
first property will be shown using theoretical proofs, wttie others
are evaluated through stability experiments and assessnwreal
world data in comparison with already established algarith

Research limitations/implications - In the assessment, all pages that a web
spider was able to find in the Nordic countries were used.dtds im-
portant to note that entities that use domains outside thelid@oun-
tries (e.g., .com or .org) are not present in the paper’s data even
though they reside logically within one or more of the Nordaun-
tries. This is quite a large dataset, but still small in corripan with
the entire World Wide Web. Moreover, the execution speedmé of
the algorithms unfortunately prohibited the use of our ktgst dataset
in the stability tests.

Practical implications - It is not only possible, but also reasonable, to per-
form ranking of web pages without using Markov chain appezesc
This means that the work of generating answer sets for congies-
tions could (at least in theory) be divided into smaller gatthat are
later summed up to give the final answer.

Originality/value - This paper contributes to the research on Internet Search
Engines.

Keywords World wide web, Information retrieval, Spatial data strus,
Search engines

Paper type Research paper
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11.1 Introduction

Web search is normally performed using search engines theegs text queries,
where each query is built up by a combination of terms (catgitsin this paper).
Since the web has grown to such an enormous size, we can éRpaatimber of
pages matching each text query to be huge as well. This meanthere should
be some way of deciding the order (anking) of the resulting pages as a support
for the user. While many different methods of ranking pageshe internet exist,
some have been more prolific than others. Probably the mgxirtant method
relies on the fact that people tend to put in links to pagesttiey find interesting
on roughly the same topics as their own pages, e.g. pagedlentéanis tend to
have links to other pages and sites on table tennis [10]. eTlweiss can be used
in different ways to calculate relevance values. We see tajpmnapproaches for
computing relevance values based on the structure of lieksden pages; topic-
independent and topic-specific.

Topic-independent approaches generates one set of ranlkind then uses a
subset of this to answer each query. This means that angneguestion about
pages that contain a specific search term boils down to Igolm the ranking
for the pages that contain that term. The challenge is to firmhking order that
says something for each and every topic, since the rankgagitim does not care
whether a search term is part of the page or not. The most pesrtnexample of
this approach is PageRank[23].

Topic-specific approaches instead generate one (or maref sankings for
each topic. The set of rankings is tailor-made to this spetific by using either
weighting of certain pages or by starting with smaller sdtpages around the
pages containing the search term. While this can often leadmaller solutions
sets, the challenge is still to create sets of rankings faffecently large number
of topics because the computational cost of generating e@itspecific ranking
is usually quite large. Typical examples of this approaehTampic-sensitive Page-
Rank [13] and HITS[]16].

We propose a new approach for generating topic-specifidmgak The main
idea of our approach is to start with an initial €f pages that are assumed to
be relevant for the topic. For instand®,may be the set of all pages containing
a specific keyword. Each page @is initially assigned a certain relevance value
(1 in our tests), whereas all other pages are assigned tnangle value 0. The
relevance values are then propagated and decreased inrallednfashion over
the network of links at hand (be it a single site, the entiterimet, or anything in
between). This gives a relevance value for each page, thdieased to generate
a ranking for these pages.
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We have implemented a number of different algorithms basezlio approach.
Two of these will be described in detail and another in a ayrseanner in this
paper.

One thing that is important for all ranking algorithms istttieey should prefer-
ably give roughly the same answer even if small perturbatguth as missed links
occur. The less susceptible to perturbations a given afgoris, the more stable it
is said to be. Our results show that our algorithms are verylst yielding good
results even when operating on small, site-specific dasa ¥é¢ will show the sta-
bility using statistics from actual data. The more advanedion of the algorithm
is also very fast and scalable as we will show.

Disadvantages of our approach are that it requires anlisét® of pages, and
depends on a parameter that we denoté.b¥he former can be found by using,
e.g. web directories such as Yahoo or by checking the confentveb page word
by word (which is the method we used in our tests). The pararfét an algorithm
dependent decay factor; our basic algorithm requresbe a close approximation
of the dominant eigenvalue of the underlying network while advanced version
works better and faster when larger value< @fre chosen, i.e. four or five times
larger than the dominant eigenvalue.

11.1.1 Layout of this paper

SectionITR contains background material and definitibas are essential for
the technical details of (but not central to) this paper. ti8a€l13 describes re-
lated work. The section following it, Sectidn_1ll.4, deseslour algorithms in
detail. The behaviour patterns of each algorithm are dssmlisn Sectiofi_1715.
Section[IT6 contains empirical results from running theoadhms, as well as
comparisons of these results with PageRank and TopictsenBiageRank. The
last section, Sectidn11.7, contains a discussion and sonwucling remarks.
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11.2 Preliminaries

This section sets up notations and terminology that arenedjtor the article, even
though it is not central to the work described herein.

11.2.1 Webs as Graphs

Throughout this paper, we will identify a web with a graph f@sas its link struc-
ture is concerned). For this, &t be the set of web pages aldbe the set of
hyper-links (and thus directed edges) between them. The(\3dt) denotes the
unweighteﬂ directed graph over these web pages. A hyper-link from pagé to
j €Visapair(i, j) € E. Please note that we remove all self-referential links from
this graph, i.evi eV : (i,i) ¢ E.

The adjacency matrix of this graph is obtained as usual,dbasen arbitrary
but fixed ordering of the s&f.

11.2.2 Nomenclature

We use the following haming conventions in order to mininmdsunderstandings:

Data type Form Example
Matrices Italic upper case letters A

Vectors and parameters  Greek lower case lettars
Constants Italic lower case lettersm

Let A be a square matrix. The transposefofs denotedA’. Its dominant
eigenvalue is denoted by (A) and the second largest eigenvalueXayA), etc.
The corresponding eigenvectors are denotethif), T (A), etc. The spectrum of
Aisthe se\(A) = {A1(A), A2(A), ...}

DerINITION 11.1 (RaTING) A rating functionis a total functionp : V — [0, 1].
For each individual pagec< V, the valuep(i) is called therating of i.

As output, all algorithms in this paper yield rating functso

DEerFINITION 11.2 (RANKING) A rankingis a partial order of pages according to a
rating function, where pages with rating values larger thaertain cut-off value
are ordered in decreasing order with respect to their rating

IThis is a simplification used in this paper, our algorithmskgowith weighted graphs as well,
e.g. from multiplicity of links.
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Note that a ranking does not need to contain all elemenis s only pages
with large enough rating are included. We have used10-® when nothing else
is said in this paper.

DeFINITION 11.3 (RANKING ORDER) A ranking orderassigns to each pagthe
indexg; of that page within a ranking, wheog = 1 for the highest ranked page. If
the range is restricted, then the ranking order is adapteatdingly, e.g. removing
pageb from {04 = 3,0p = 2,0; = 1} yields {0y = 2, 0. = 1}.

Ties because of equal ratings have been handled by usingkdtedidering
among the elements of the 8&(see SectiofI1.2.1 on the preceding page).

11.2.3 Metrics

We use four different measurements when comparing theitdgus:

DEFINITION 11.4 (0-vALUE) Givenn = |O| pages that are initially assumed to
be relevant for a topic, the-valueis the percentage of these appearing inrthep
elements in the output ranking.

An n-value corresponds to both a recall and a precision valutjsansually
calledR-Precwhen using exact rather than assumed number of relevans |dige

DEFINITION 11.5 (TOTAL-VALUE) Thetotal-valueis the percentage of the pages
in the given input set that received a value larger thafter running an algorithm.

DEFINITION 11.6 (SFD) TheSpearman Footrule Distancf29, [30,[11] shows
how different rankings are. This value is between 0 (idehtianking orders) and
1 (inverted or heavily permuted ranking orders) with 0.5 nie@ totally random
orders with no correlation. Itis defined as follows: Givemtanking orders and
T with selements in common,

S
SFD(0,1) = é Zl]oi —Ti|-
i=

DEFINITION 11.7 (ORDER %) Given two rankings, therder %is the probability
that two pages that are consecutive in the first ranking vailehthe same relative
order in the other, considering only pages that are commaobottorankings.
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11.2.4 Small Test Dataset

The first database used in our experiments consists of atspfbe pages avail-
able at:http: /7 ww. cS. umu. se/|, the web site of the Department of Computing
Science, Umea University. This dataset was collected inalg003.

The database contains 7,312 pages, of which 2,728 are HT gkspaith out-
going links. A total of 4,486 of the pages contain text. Themea total of 22,970
hyper-links, yielding an average of approximately 8.42goirig hyper-links per
HTML page and just over 3.14 incoming links per page. Theasponding un-
weighted adjacency matrix has a dominant eigenvalue ef 25.813242.

A total of 57,823 distinct stemmed words are present in thieeeset of pages.
These words are present in on average 9.87 pages, for a fd@&0@B70 page
occurrences. Among these words, 33,854 appear in the saofesges as another
word. Thus, only 23,969 unique rankings per algorithm ageiired for the entire
dataset.

11.2.5 Large Test Dataset

The dataset used in the assessment consists of all web pages$ Within the
Nordic countries, i.e. Denmark, Finland, Iceland, Norwagd Sweden, by us-
ing a web spider. It was collected in January and February.20Ris dataset was
chosen since these countries have had access to the Irftaradbng time, they
contain a mix of old and new, academic and commercial, welesgrand provide
fast access from our location.

This database contains 3,087,531 web addresses, of whi&B8%b7 contain
hyper-links that point to another server. It contains 33,084 hyper-links, of
which 3,889,216 are non-local. The corresponding unwemon-local adja-
cency matrix has a dominant eigenvalue\pf= 49.135476.

All'in all, 8,054,200 stemmed words of at least four chanasctppear
221,259,520 times in 727,757 of the pages, leading to arageesf just over 304
unigue words per page in that set.

11.2.6 Performance Details

All running times reported throughout this paper have beeasured while run-
ning the algorithms on a 1.7 GHz Pentium M laptop with 1.5 GBNRANhile
this is a quite modest machine, given the newest machindsiaesin the market
(especially stationary machines with 64 bit processotsyili still give a rough
estimate of the time required to run the algorithms.
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11.3 Related Works

Web link mining is the discovery of useful knowledge from gtructure of hyper-
links. This link structure has been exploited in severahtégues to say something
about the importance of different web pages, such as in HIE§ CLEVER [6],
PageRank and Googlel [3], cGraphl[17], the Intelligent SU&E], as well as[[25]
and [22]. The strength of using links in this way is that nbiglwring web pages
(when using hyper-links to define distance) can be usedheraiteduce or corrob-
orate information about a web page.

Almost all of these techniques use a (modified) connectiotmixn@orrespond-
ing to the graph that they are working on. Each algorithmdgebne or more
eigenvector(s) corresponding to the eigenvalue(s) of dmmection matrix. Such
eigenvectors can be seen as a tuple of values that definegf@tihe correspond-
ing pages.

The algorithms, as well as their underlying methodologiéerdconsiderably
between various approaches within this domain. Most ofitilerhining systems
available today are based on either PageRank or HITS. Bathest families of
algorithms use a connection matrix, but in quite differeatys

The PageRank algorithms first performs normalisation omrtateix in order to
get a zero-sum propagation of data when multiplying withredoen vector whose
values form a Markov chain]3]. This matrix has to be updatether, since cross
referrals would accumulate more and more of the value in gacition. The way
this is handled in PageRank is to simulate a jump to a randaya péth a certain
probability, also known as th@amping factor This also fulfils the requirement on
a Markov chain, that each page must have both incoming ampbimgf links. The
final answer appears when the changes between two iteraifoiie algorithm
have become small enough, and corresponds intuitively ggtbbability that a
random user would look at the corresponding web page. Thialisd thePage-
Rank We will also use a version of PageRank whose random jumpsleat to
a starting set of pages, called Topic-sensitive PageRdik [Using 1— 1 as the
damping factor and is the number of pages, we can define PageRank as:

PR(j) = 1%1+ (W= > PR(i)/out-degreé) (11.2)
(i,]))€E
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The HITS algorithms, on the other hand, yield not one valuéfwo; Author-
ity — indicating how interesting the information on the pagtative to the given
query is, and Hub — indicating how good the pointers from thgeparel[16]. These
numbers are obtained by multiplying the connection matitkhwhe Hub values —
yielding the new set of Authority values — followed by a mpiitation of the trans-
pose of the connection matrix with the Authority values -uhisg in a new set of
Hub values — and finally a normalisation of both Authority &hab values so that
they remain within a reasonable interval. We will not congpaur algorithms with
the HITS algorithms in this paper, since our algorithms amarsimilar to the
PageRank family.

For more information on ranking systems see [18].

Finding, Extracting and Exploiting Structure in Text andgéytext



152 11.4. PROPAGATION OF TOPIC-RELEVANCE

11.4 Propagation of Topic-relevance

The basic idea of the algorithms proposed in this paper tstheh page is assigned
a relevance value for each topic. This relevance value pgaipa along hyper-
links, while decreasing for each link travelled. This des®is controlled using a
parameteg, called thedecay factor Therefore, the method is call@®topagation
of Topic-relevancgProT). The method is quite similar gpreading activatioifi24,
4,18,[1], but uses multiplicative rather than additive atton in each iteration.

To implement this idea, we use an iterative approach sirtoléine algorithms
described in Section1].3. Starting with an initial assignbof relevance values,
iterated updates and normalisations are made until a fixed Eoreached (or,
more precisely, until the changes are smaller than a ceta@shold that we call
cut-off). Let w'j‘ be the relevance value for page V in iterationk > 0. The initial
values depend on the set of pages initially assumed to bepin-i.e. the se®:

1 ifjeod
W=y "1e® (11.2)
0 otherwise.

The ProT algorithm is then given by normalisation of

1 ol ifjeco
W=z Y o)+ Je® (11.3)
E (i,)eE 0 otherwise.

This is the same thing as using the wide-spread power meff#gjah a matrix
A, consisting of a standard adjacency matigivided by€ with the addition that
diagonal elements corresponding to pages in th®sate set to 1 (and using the
values in the diagonal as the starting vector). Each itamatomputes the next
answer vectow', w?, etc. The final result is given after a suitably large numlifer o
iterations (i.e.kﬂgwk = m(A)), but the algorithm usually converges quite quickly

as long as normalisation is done after each iteration (se8o8EIT.Z1 and the
more advanced version of the algorithm given in Sediion.4)..4

NOTATION 11.1 LetDg denote the diagonal matrix where the only non-zero po-
sitions are the diagonal elements corresponding to a meimi@rthese elements
are set to one.

OBSERVATION 11.1 (EGENVALUES OF ADIAGONAL MATRIX) Giventhat®|=
k, then

A(De) = {M(De) = ... = \(Do) = 1, A41(Do) = ... = Ay (Do) = 0}. (11.4)
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11.4.1 Resulting Values

Using Eq. [TIB) without normalisation leads to vala&smuch larger than 1, as
soon as,

o there exists a path from one on-topic page to another, and/or
e the sum of predecessor values for a paigdarger thart.

Even though we are interested in relative (rather than atesolalues, we need
to keep these numbers in check, since they will accumulaeaach iteration per-
formed. These values can otherwise become arbitrarilelargil they no longer
can be represented in floating point format (see also HITSE)6 The easiest
way to handle this is by using normalisation after applyireg @1.3) once to all
pages (or one iteration of the power method, as the case iméyhNormalisation
will, moreover, make it easier to test if changes compareH prievious results are
below the cut-off.

This leads to a rather interesting question, namely whichmatisation to use.
Since we are using relevance values and we want to considlesisitone page as
relevant, it seems natural to assign full relevance (i.8%d)0to the most relevant
pages. This indicates that a normalisation usgjng. = max(-) should be used,
leading to AlgorithnZITI1.

ALGORITHM 11.1 (RROT)

Parameters: A¢,Dg (as defined previously)

~ A
VieV: (I),O :A(i,i)
fork=12,...

wk:Awkfl

o = /|||

if ||k — 1| < &, stop
end for

This algorithm will converge, as long as the two largest eigiues ofA are
not equal [12].
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11.4.2 Expected Results

The intuitive view is that the results given by the algoritshould correspond to
two authoritative sources® and the links of the web. If an appropriate &t
was chosen, all pages that belongashould appear fairly early in the resulting
rankings. Moreover, pages that are pointed to from manyeptyes ir® should
be given a high relevance value as well.EIfs increased, this should intuitively
strengthen the relative effect 6f Dg'.

There is always the trade-off between these mutually cainifjeexpectations.
As will be seen below, we can tune the tendencies towardsitleseit expecta-
tions by setting the decay factgr The largerg, the closer the results go towards
pages i, and vice versa.

11.4.3 The Size ok

There is a rather complex relationship between the pararfeted the behaviour
of ProT, as we will show. In general:

e If & istoo small (e.g. zero) then the primary eigenvector of tigiral matrix
is given, regardless @. This often leads to the situation where none of the
pages ind are given as a result for a search term.

e Increasing strengthens certain eigenvectorsfof While this is a desired
effect, it may lead to very slow convergence ifjets too large.

Let us explain this in more detail. While the eigenvalues ofadrix are given
by the matrix, their behaviours are complex when the magrohanged. Increasing
multiple values in the diagonal might result in an increasealtiple eigenvalues,
thereby inhibiting the convergence of ProT (see Conjeditd on page181).

Values added to diagonal positions in the adjacency mdtekdo not belong
to the eigenvectors of the non-zero eigenvalues resultwicteation of an eigen-
vector with this element as its only member. The correspandigenvalue is equal
to the value added in the diagonal, see Thedren 11.1 oripdpe 18

All other diagonal additions result in the increase of astazne eigenvalue,
and possibly shifting (and resizing) of others so that ajeavalues will continue
to be linearly independent of each other.
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11.4.3.1 Using Too Smak

Let B be the sum oD multiplied by ¢ and the adjacency matrix
B=¢Do + A (11.5)

B is after normalisation identical in all respects (excem #bsolute size of the
eigenvalues) to the matrik used elsewhere in this paper, except at0 or& = o.

Itis obvious thaik1(B) = A1(A) wheng = 0. What happens whefis increased
is more complex. It depends on both the layout of the web amditimber as well
as the position of elements @.

However, if one or more of the pages@ncoincide with the non-zero elements
of the dominant eigenvectar; (B), enlargingg will strengthen the corresponding
eigenvalue (while shifting the eigenvectors slightly tosvéhese pages). Unless
another eigenvector gets an even stronger boost from reuftgges ird, this will
continue to be the strongest eigenvector.

On the other hand, if some other eigenvector is strengthenis point where
its eigenvalue is equal to the (possibly increased) domieg@nvalue ofA, they
will compete for position as the strongest eigenvalue. Vildlea& where this hap-
pen thepeak valuesince it corresponds to a distinct local maximum in the neimb
of iterations required to reach a stable value (see Figur&Hjlin Sectioi I1.5]1
for typical examples from the test database).

The exact value required to reach the peak value is somevimg¢feAs(A)],
depending o\ and®. We are currently not able to predict exactly where the peak
values are.

A typical behaviour of ProT when given too small values §aran be seen in
Figure[TT1L on the following page. Whéris smaller than the peak value, the dom-
inant eigenvector of the connection matrix is given. Thergjthened eigenvalue
competes with the dominant eigenvalue of the original cotioe matrix, and then
takes over (12 < & < 19.1). Multiple eigenvalues are increased at the same time,
resulting in slower convergence, as can be seen in righol@igure[T1]L on the
next page wheg is increased above 19.1.
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Figure 11.1: This figure shows the relationship betweenydfszdaor and minimum
number of iterations required to reach a stable result foTPThe vertical line
corresponds to the dominant eigenvector of the adjacentyxna
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11.4.3.2 Using Too Larg€,

The situation is quite different whehis large and®| > 1. Multiple eigenvectors
will be affected by the values in the diagonal, indicatingtth will be very hard
to find the correct eigenvectors using the power method. [Eaids us to Observa-
tion[IT2.

OBSERVATION 11.2 (Too LARGEE) Using a very larg€, in ProT will prohibit
convergence of the power method.

Let the matriwa be the sum of the adjacency matfxdivided byg andDe.
This gives, per definition, that

L 1
im A 0 = lim ZA+ Do =Do. (11.6)

&—o0

This means that thi©| largest eigenvalues in the spectrurrﬁ@,f@ are equal to 1.
The convergence rate of the power method is lineghigA,| [12] and here we
have ;ié:zi = 1 leading to no convergence at all.

One observation that can be made here is that this is not thes | =1,
since there is only one non-zero eigenvalue when c. This leads us to the
version of our algorithm as described in Secfion11.4.4.

11.4.3.3 Selection o

A moderate solution is to use= [A1(A) + 1]. This is large enough to be over the
peak value, since the peak value appeat®,hi(A)]. This value is still not so high
that slow convergence is a problem for smaller web sitesiipies of this can be
seen in Figur€I1l1 on the preceding page.
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11.4.4 Superpositioned Singleton Propagation of Topic-levance
(S?ProT)

A further development of the ProT algorithm using the sammeega idea but a
slightly different approach is the’BroT algorithm. Instead of trying to generate
the entire eigenvector at once, it creates one vector fdr page in@ and then
performs additive superpositioning of these followed bynmalisation, thus result-
ing in the vector that yields the returned rating. The ratlerfor this is that even
though many different calculations need to be performed, ithoffset by much
faster convergence for each subproblem and reuse of vegtasever a page is
on-topic for more than one topic.

The reason for the fast propagation is that each such veakoulation can be
viewed as a propagation with decreasing strength, i.e.@dgjeal ordering with
minor changes because of back links.

DEFINITION 11.8 (SNGLETON MATRIX) LetS;) be theV xV matrix with a sin-
gle non-zero value equal to 1 in the diagonal. This corredpdo a self-reference
of the page € V. Such a matrix is called singleton matrixand satisfies,

A(Si) = {1,0,...,0}.

ALGORITHM 11.2 ($PROT)

Parameters: A, © (as defined previously)
Vi € ©: rating; = ProT(A&, S;j))
rating = ) rating;
ic
return rating/|[rating| |«
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Note that, when computing ratings for s@s, ..., 0, we only need to com-
pute rating; once, for each € Ui<j«®j. In practise, this will be very useful
as it allows one to consider a large collection of topics. #éwer, SProT has
excellent convergence rate whé&n> A1, proportional to /A1, and will finish in

log(€) . :
iterations or less (see TheoreMms_11.3 on 187ant 11.4
fog(ha(A)) — Tog(®) ( Hage

on pag 3, respectively).

This means that each individual page ratiaging; can be calculated in just a
few iterations. PageRank (usipg= 0.8@2; requires approximately 114 iterations
to yield an eigenvector with a maximum error of less than®]@hile each 3ProT
calculation (using, = 2 x A1(A)) will get the same margin of error in at most 26
iterations. Using an even largéwill yield stable results even faster, as can be seen
in TheorenITK and FigufeTl..4 on pégel164 @g.4 x A\1(A) ~ 14 iterations
and§ = 10x A1(A) ~~ 8 iterations).

Almost as important is the fact that we do not need to concarsaives with
pages further away from a starting node than the maximum eumibiterations
required. This means that we can speed tipr8T very effectively by increasing
¢, leading to calculations on a small subset of the originab with only a few
iterations required. The downside of using large decayfads that fewer pages
not in @ will be included in the answer, and they will be given latethe ranking
order.

2The value ofu recommended by the PageRank authors, whemerresponds to the non-
dampened part of the PageRank calculation (which plays awbat similar role as ot).
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11.5 Comparison of Algorithm Behaviours

In this section we describe the general behaviour of ourrétlgns when applied
to our small test database, using the well-known TopiciteasPageRank as a
basis of comparison. We look at the number of non-zero el&riarthe rating
functions, scalability, execution times, and similastleetween our algorithms and
Topic-sensitive PageRank.

Our algorithms have very different behaviours regarding tieey are affected
by the input data size (handled below) and their differentgidactors (Figure_11l.2).
The number of non-zero elements in the rating functions firtant when assess-
ing relevance; the precision (see Hq.(11.7) in Se¢fion) doés down drastically
when too many pages are given in the results.

6000 BT 6000
5000 | S2ProT  seeeeesssssess i 5000 |
S S
5 4000 t © 4000 |
() ()
> >
5 3000 | 5 3000 |
2 =
@ 2000 t @ 2000 t
< <
1000 ¢ 1000 ¢
0 ‘ : : 0 : : : :
1 10 100 1000 10000 0 02 04 06 08 1
Decay factor Damping factor
(a) ProT and &ProT (b) Topic-sensitive PageRank

Figure 11.2: Typical relationships between input paramsegteandy, respectively)
and number of non-zero elements in the resulting vectorgyusitual data. Topic-
sensitive PageRank added for comparison.
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ProT The basic ProT algorithm yields reasonable results, butahasmber of
disadvantages when it comes to efficiency. For a large webntimber of
iterations required to reach a stable state is typicallyhin game range as
for Topic-sensitive PageRank. Thus, ProT does not scale @ebosing an
appropriate decay factor is imperative; too small and thaltés misleading
at best, and too large and no answer will be given in due tifevér).
The number of non-zero elements in the resulting vectoremtip on the
decay factor, as can be seen in Fidure 11.2(a) on the factey e rather
complex behaviour of the basic algorithm with respect todbeay factor
can be seen in Figufe T1.3(b) on the next page.

S?ProT This version scales well, and yields reasonable resultsragds the de-
cay factor is high enough, i.e. larger than the dominantreigiee of the
adjacency matrix. The larger the decay factor, the smdierésulting set
and the faster the convergence, as can be seen in [Figurajldrni2he facing

page and Figurg I1.3]c) on the next page.

Topic-sensitive PageRankWe implemented Topic-sensitive PageRanK [13] and
tested it on the same data as ProT afilrST. It turns out that this algorithm
has roughly the same scalability as ProT. The number of eon-@2lements
in the resulting vector is very large when using the recondedrvalues of
1 (0.7-0.85). Moreover, it requires a lot of iterations toatea stable state,
as can be seen in Figre TT.3(a).

Applying the approach of Jeh and Widom [15] 14] would reqigneer it-
erations, but still much more than fof™oT. The main problem with their
approach is that the choice of hub nodes to use in the catmulistcritical.
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Figure 11.3: Typical relationships between input paramsdteandg, respectively)
and total number of iterations required to reach a stabte $ba each algorithm.
One thing to note here is that, even though the total numbiemitions required
for the superpositioned algorithm might seem a bit high,vileek done pays off,
because the individual page ratings (denatgihg; in Sectior_IT.Z}4 on page-158)
can be reused for other queries (see the discussion in 8Edid.4 on page158).
A total of 251 individual page ratings are created for theae#erm 'ola’ and 110
for ’jubo’ by S?ProT.
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11.5.1 Execution Time

Using the small test database, we found the execution tintheofarious algo-
rithms (Tabld_ITl1 and Figufe~Tl.3 on the preceding pagejh Ealividual word
available within any of these pages constitutes its ownygeeg. the word “ladok”
exists on 23 pages and these 23 pages belong ® tfi¢he query for “ladok”. The
cut-off for termination was set to= 10~ for all algorithms. Tabl&I1l1 shows the
total number of iterations and the total CPU time requiredaimpute all queries.

Table 11.1: Actual number of iterations and CPU time reqluife our small
database per algorithm.

| Algorithm | lterations | CPU time |
Topic-Sensitive PageRank 115 051 531 7.5 days
ProT 557 646 907| 10 days
S?ProT 87 825| 158 secs

11.5.1.1 Topic-Sensitive PageRank

A total of 115 M iterations were required for an average of jusder 4,700 iter-
ations per search term usipg= 0.85. The maximum required number of itera-
tions for a single query is just over 4 M. Calculating the agisget for all queries
amounts to approximately 7.5 d on the test computer with orityimal optimisa-
tion done on the code. A typical behaviour of this algorithrithwespect to the

damping factor can be seen in Figire TT]3(a) on the precedige.

11.5.1.2 ProT

A total of 557 M iterations were required for an average ofrapijmately 23,200
iterations per search term with= 26. The maximum required number of itera-
tions for a single query is just over 7 M. Calculating the aesset for all queries
amounts to 10 d on the test computer with only minimal optatiis done on the
code. The behaviour of the basic algorithm depends heanilthe decay factor
(including the unstable peaks at 15-20), as can be seen indfIiL.3(0) on the
facing page.

11.5.1.3 $&ProT

A total of almost 88 k iterations were used to create the cete@et of individual
page ratings for the 4,486 pages with text when the decagrfags set to 26.
This amounts to an average of 19.6 iterations per page, witaxdmum of 1586
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iterations for one page. This corresponds to a total of Xésations/search term,
since already computed page ratings can be reused for aibees, as discussed
earlier.

Calculating the answer vectors for all questions takesa tft158 s of user
time on the test computer, including superpositioning dhdwerheads and with
no optimisation made.

Figure[TI3(q) on pade_162 shows the typical behaviour qpatte this algo-
rithm with respect to the decay factor. Please note the palales when the decay
factor is between 10 and 20, i.e. just under

Figure[TTH shows that the number of iterations is well belwsvupper bound
as given in Section’I1.4.4 on pdgell58, specifically The@rkah dn pagé183.

25 T T T L | T p T T T T
: actual, SProT ———
\ upper bound--------
20 | -
o
e
o 15} -
e
%2}
c .
=
s 10+ i
=
0 ) M | ) ) M |

10 100 1000
Relative decay§/A1(A))

Figure 11.4: The relationship betwe&pA;(A) and the number of iterations re-
quired to reach a stable state, looking at both practicalesls well as upper
bound (as given in Theorel 1IL.4 on p&gel 183) using a cut-dfodf.
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11.5.2 Summary

In this section, we compared the execution behaviour of RroT SProT to that
of Topic-sensitive PageRank. Specifically:

e In the beginning of Section—11.5, we showed that the numberoafzero
elements in the resulting vector dependgudfor Topic-sensitive PageRank)
or & (for ProT/$ProT). We also discussed the scalability of each algorithm
in terms of CPU usage, with?BroT being the most scalable of the three.

e In Section”IT.5]1 we showed that the ProT algorithm is rougbimpara-
ble to Topic-sensitive PageRank when it comes to execupi@ed; while
S?ProT ismuchfaster. The practical rate of convergence f@P®T was also
shown to be well below the theoretical upper bound for ourdatabase.

This means that%roT will yield results in a timely fashion, making it suitab
even for very large web systems. This is especially true tmry systems with
many search terms, since page ratings can be reused forrmafi fer which this
page occurs as a starting page, i.e. i®in
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11.6 Empirical Results

In the previous section we evaluated the general behavicauralgorithms com-
pared to Topic-sensitive PageRank for a small (but realingka database. In this
section we evaluate the quality of the resulting ratingstaedstability of our algo-
rithms compared to PageRank and Topic-sensitive PageRaskd on perceived
relevance and stability.

This is the second study of the ProT algorithm. The first stwelg done on a
single web server and was reported in a resent papkr [31le wie one reported
here used all web pages our web spider was able to find in thdidcNoountries
(see Sectioh T1.2.4 on pagell49 and Seé€fion11.2.5 ol papeespbctively).

11.6.1 Assessment

The relevance assessment was done on the large datasete(den[E1.2Z6 on

page[14B). In particular, the web considered in this assa#sdid not consist
of pages mainly taken from the academic environment a& i it covered

commercial, private, and public service sites as well. Tiied algorithms that
were considered in this assessment were PageRank, Tosithee PageRank and
S?ProT.

11.6.1.1 Relevance

One of the most important factors of a search engine is hogvaat the result-

ing sets of pages are, especially the pages given early. Whenkeasurements
typically used to judge web search and Information Rettisyatems are called
precisionandrecall, as defined in equatiohsTIL.7 dnd11.8. These cannot always
be computed, since the set of relevant items is not alwayngivsuch a system.
High precision indicates that most of the items retrievesi ratevant, while high
recall indicates that most of the available relevant resordhe database have been
retrieved.

|Retrieved Relevant Items|
|Retrieved Items|

|Retrieved Relevant Items|

|Relevant Items|

Precision = 1.7

Recall =

(11.8)

In the assessment we will instead use perceived relevamcenaw relevant
and appropriate each page was for the given search termdgesdy a group of
people making individual assessments.
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11.6.1.2 Choice of Search Terms

The search terms were chosen according to the followingtsefecriteria:

1.

2.

At least 20 pages had to contain the search term;

The tenth result given by each algorithm had to be abovbdke level {;—“
for PageRank, etc.);

At least three different rating values had to exist in éaghten list;

The search terms should be spread over a wide range o$iapid

. There should be no risk that the search terms could bedsresi offensive

by the participants.

The reason behind the first criterion was to get enough véityad he next two
criteria ensured that the rankings from the algorithms daldtermine the result,
rather than the alphabetical order. The last two criterguesd that the assessment
would be as fair and free of bias as possible.

There was a very large set of possible search terms in thesriexent, so the
final choice came down to whether a search term was well definddhad a clear
cut-off around the tenth or eleventh element in the top t§fEopic-sensitive Page-
Rank and 8ProT. The latter was used to assure that the alphabeticat tirdt we
used as arbitration between pages with equal ranking waatlgiffect the result
one way or the other. This resulted in a list of 85 search teifhe complete list
is given in AppendiX_TT.B on pade184.
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11.6.1.3 Setup of the Assessment

The basic setup of the assessment was that participantssadsthe subjective
relevance of each given page with respect to each search Térese pages were
given in alphabetical order without any marking as to whgbegthm or which

algorithms yielded the page in the top list. There were fifiedint grades among
which the test subjects were asked to choose the most amaepne for each

page:

e The first grade indicated that the reviewer was unable to sgthing about
the relevance of the page regarding the current keywordsel hesessments
were ignored in all calculations.

e The second grade corresponded to a complete lack of relevanc
e The third grade was indicative of some relevance.
e The fourth grade indicated a moderate amount of relevance.

e The fifth and final grade indicated that the page was very aelg\corre-
sponding to 100% relevance.

The second, third, fourth, and fifth grades were assigneduhgerical values
0, 05, 0.8, and 1, respectively. This scaling was used to avoid anrastimation
of the true relevance of the pages, since we were using temntbd grades that
intuitively should have had a higher relevance, e.g. “rh¥/for the fourth grade
(was:% in [31] compared to @ in this paper). The relevance numbers were then
disseminated back to each algorithm by averaging the gridwdésvere given by
the graders. This leads to a system where the subjectiveipedcrelevance values
can be computed for the results from each algorithm.
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11.6.1.4 Results

A total of 587 valid assessments (i.e. with at least one grateing from grades
two to four) resulted in between 577 and 581 answer sets gerigim or approx-
imately 7.6 answer sets per search tBrrithe participants showed a preference
for the results of 3ProT over Topic-sensitive PageRank and for Topic-semsitiv
PageRank over PageRank, as can be seen in Higude 11.5 amd[EiQH on the
following page.

19 /3\ 55
2N

PageRank Topic-sensitive PageRank
15 /f\ 60
KN\
PageRank S*ProT
21 46
Topic-sensitive PageRank S?ProT

Figure 11.5: Preference of relevance per search term uaingipe algorithm com-

parisons. Thus, e.g. for 19 search terms, the graders péfére rankings returned
by PageRank over the one returned by Topic-sensitive PadgeReor 55 search

terms, Topic-sensitive PageRank was preferred over PaieRad the remaining
two search terms resulted in a tie.

The resulting values were then compared using ANOVA testke fEsults
showed that the®ProT algorithm gives better relevance results than Topitsiive
PageRank with statistical significance<.05), that in turn had higher relevance
than PageRank with very high statistical significance<(f9.001). The average
values for the entire test as well as the 95% confidence gitecan be seen in
Figure[IIb on the next page, and the ANOVA answers are givéable[IT.P on
the following page.

376 of the search terms had at least one assessment.
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Figure 11.6: The average 95 percent confidence intervaledon algorithm for
the assessment.

Table 11.2: ANOVA test results from the assessment.

| Compared results F-value \ p-value \
All three F(2,1733) = 17.64783 p = 25870x 10°®
PR - TsPR F(1,1153) = 14.0671 p =000018516
PR - SProT F(1,1157) = 34.141Q0 p = 6.6571x 10 °
TsSPR - SProT F(1,1156) = 4.3672| p=0036855
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11.6.2 Stability

Another really important aspect of a web search engine isthigaresults should
not change too much even if small changes are applied to therlying web. The
users are expecting valid results even if some informasonoi available to the
search engine when generating answer vectors. Since ak @igorithms that we
talk about in this paper work on graphs and most of them usé¢ @ sé starting
pages, we can find two different ways in which we can distuesstystem in order
to check its stability:

1. removal of pages fro® (thus affecting the starting sets per topic), and
2. removal of links (affecting the graph).

We will show empirical results from both types of perturbas in this section.

11.6.2.1 Missing Pages i®

Using our small test data set, it was possible to remove a auoflpages and still
get a valid number of remaining pages (between 20% and 30%eabriginal®
removed) for 16,681 of the 57,823 words.

By running our algorithms as well as Topic-sensitive PagéRan the dimin-
ished dataset, we found some interesting measurements wde&ompared the
results of the different algorithms. In each case we contptre results from us-
ing the diminished dataset with the original input datagaten in n-value and
total-value (see Sectidn TT.P.3 on p&gel 148).

The results from applying each algorithm to the diminishathdsets can be
seen in TablEZII 3 and (foPBroT) Figurd_LL]7 on the next page.

Table 11.3: Recall values for various algorithms using ainished data set as
basis.

| Algorithm | n-value | total-value |
Topic-sensitive PageRank 53.95 91.96
ProT 37.81 93.42
S?ProT (using€ = 30) 77.90 91.00
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Both then-value and the total-value are quite high for Topic-sevsifage-
Rank. The total-value in particular indicates that the ltesare relevant even when
some pages have not yet been indexed.

ProT does not have as good mivalue as Topic-sensitive PageRank. It does,
however, have a better total-value even though it on avereigens only 594.5
pages per search term while Topic-sensitive PageRankeetur average 2024.53
pages (a factor of over 3.4 times as many pages for TopidgtsenBageRank).
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Recall

82 | Ty 1

80 | 8

78 | -
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Decay factor §)

n-value $ProT —
total-value $ProT -

Figure 11.7: Recall values for the topresults and in all values given from the
S?ProT algorithm using the diminished sets with regard to tHgimal © sets.
S?ProT values are not valid unless the decay factor is largem the dominant
eigenvalue of the matrix, in this case25.813242.

The precision (and recall) over the firstvalues of $ProT are much higher
than for the other algorithms. The total-value recall isyoslightly lower than
Topic-sensitive PageRank and ProT. It does, however, depeavily on the cho-
sen decay factor, as is clearly visible in FiglireJl1.7. Usitargeré means faster
results but fewer pages in the resulting sets.
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11.6.2.2 Link Removal

One of the major concerns for some of the other approachesatotsng has been
their partial lack of stability if links are missing_[2L, 120PDur approach is very
stable: the resulting ranking order is almost identicahewhen 10% of the links
have been dropped at random. In test databases with betvd@énahd 15000
web pages, we have found an average SFD of less tHawien 10% of the links
were dropped. That means that our algorithms are in the sadee of stability
as Topic-sensitive PageRank as far as missing links arecooed. Tabld_1Tl4
shows the results from applying each algorithm to the sreatldatabase, and the
stability is shown when just over one in ten (10.2%) of th&sihave been removed
randomly.

It is unfortunately not that easy to compare the results filoese algorithms,
since their stability varies considerably depending on fiois measured. The
Spearman footrule distance indicates that ProT is the ntalstesalgorithm, fol-
lowed by Topic-sensitive PageRank, and, finallfP®T. Order % on the other
hand gives a different picture, according to whidP®&T is the most stable algo-
rithm, followed by ProT, and, finally, Topic-sensitive P&gak.

Table 11.4: Stability of the algorithms when removing 10.8%the links on the
small test dataset, showing the Spearman footrule dismt®rder % (including
their variance), as well as the average number of pages peesearch term.

| Algorithm |avgSFD  o* |order% o | avg#pageg
ProT 0.05831 0.01387 89.833 0.03035 568.5530
S?ProT 0.08865 0.00647 94.523 0.01079 914.1436
Topic-sensitive PageRank 0.08279 0.01307 84.295 0.03655 1448.3610
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We have tested the link removal stability of each algoritieml of our queries
in the two test databases. The total scatter plots as wedbas $quares best fit cor-
relations for 320 different link removals are shown in Fefdld.8 and Figurg—11.9
on the next page, respectively. Even though all of the algms are somewhat
sensitive to link removals, both Topic-sensitive PageRark$ProT give average
ranking orders, in the form of Spearman Footrule Distarmeel than the removal
rate for these datasets?FBoT increases in stability as the number of page® in
are increased.
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Figure 11.8: Stability of some of the mentioned algorithmmstloe smaller test
database when removing a certain amount of links, given esage Spearman
Footrule Distance from ten search terms with various refscaa well as least-
squares best fit af x x° for each algorithm.
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Figure 11.9: Stability of some of the mentioned algorithnmstbe larger test
database when removing a certain amount of links, given esage Spearman
Footrule Distance from ten search terms with various retso@a well as least-
squares best fit af x x for each algorithm.
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11.6.3 Summary

In this section, we compared the perceived relevance afmilitstausing actual
queries on actual datasets. Our results show that our tigwicompare well with
algorithms in use today. Specifically:

e In Section_ILG]1, we showed that the results given 4#r&T are good on
a typical larger dataset, by comparing it to PageRank andcTmmsitive
PageRank.

e The stability of our algorithms was studied in Secfion12,.6pecifically:

— In SectioZIT.6. 211, we showed that our algorithms areestabkn© is
diminished. This indicates that our algorithms can be used & some
pages have not yet been indexed or have been incorrectlydadde

— In Section IT.6.212, we showed that our algorithms give nooress
the same result even if some of the links are removed fromdteesdts.
This indicates that our algorithms are useful even if somtheflinks
are missing from the database or some of the pages have noteget
traversed.

This means that our algorithms will yield good results evdrewapplied to
datasets containing small errors and omissions. As can pected, the more
errors in the input, the less good the results will be.
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11.7 Discussion

11.7.1 Efficient Implementation

Using a value of one in the starting vector at the positiomsesponding to the
elements of® ensures that the resulting vector will always be non-zesothes
value is always non-zero in the dominant eigenvector. Meeeat is for SProT
usually very close to the direction of the dominant eigetaethus leading to even
faster convergence.

Another way of speeding up the calculation of ProT 8P®T is to keep a list
of currently reached pagd8C V, i.e.i € Rin iterationk indicates tham}‘ > 0.
This means that only the important pages are used in thelatidms, reducing the
number of elements to calculate to a bare minimum. The dalensi doing this
is that a stride of larger than 1 will be used when going thiotig database, thus
increasing the likelihood of cache misses and possibly page faults for large
databases. This can be diminished by using a storage oatextimuch as possible
is derived from the link structure. This is, however, notitd to implement since
most webs have a lot of circular structures and back links.

Using $ProT on a parallel computer or in a distributed environmsstriaight-
forward. The individual page ratings can be calculatedastme time, since they
do not depend on each other. The precalculated topic vecamralso be stored
efficiently, as was shown in_[26].

11.7.2 Hybrid SProT

Another version that we have tried is what was calledHlybrid Superpositioned
Singleton Propagation of Topic-relevan@éyS?ProT) in [31]. It uses singletons as
in S?ProT (see Section_L1L.4.4), but each outgoing value is futthereased with
the number of outgoing links (i.e. the out-degree of a pag#)eé same manner as
in PageRank (hence the name). It turns out to be slightly rstafale than 3ProT
when missing links are concerned and works with a matrixrwpgifixed dominant
eigenvalue of less than or equal to one, but is otherwiseiamfeo S’ProT.
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11.7. DISCUSSION

11.7.3 Future Work

We are currently developing a complete search system basedroalgorithms.
The system is supposed to handle everything from the imétakeval of the data to
the actual searching, using a user-friendly web interface.

A number of open guestions remain:

The exact decay value required to overcome the dominantaigtor of the
original matrix when using ProT depends on both the undeglynatrix and

the set® used (how many pages as well as their position in the dataset)
Further study regarding the most suitable choic& wbuld be interesting.

The results and stability of ProT are promising, but usinggmiteration is
often too CPU intensive on even moderately large webs to &etipally us-
able. Better methods could be explored, such as Arnoldititar [28]. This
problem does not exist when using®30T, as can be seen in Section_11.4.4.

Our algorithms should be compared to some new developmarg sgatial
link structures, such akl[5].

It is possible to have the same relevance value for many padhke result-
ing set when running these algorithms, thus resulting amky partial order
among the pages. Some possible ways to discriminate amesg tfages
could be to use weighing according to the term frequency ¢2he corre-
sponding eigenvalue when carrying out the superpositipriiis was not a
major issue in our datasets, so this has not been pursubeérfattthis time.

11.7.4 Conclusions

We have shown that topic-specific answer sets can be gederatequickly using

S?ProT (Sectior_I1.414 and Sectibi11.5) and that the restdtdath relevant
and stable (Section—11.6). This indicates that our algmsttare very useful for
generating relevance values and rankings for web pagespiagsensitive manner.
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11.A Theorems and Proofs

DEFINITION 11.9 (RROPER EIGENVECTOR An eigenvector corresponding to a
non-zero eigenvalue is called a proper eigenvector.

THEOREM 11.1 (ADDING A NEW EIGENVALUE TO THE SPECTRA OF AMATRIX)
Adding a value to a diagonal element that does not belong tojzep eigenvector
of an adjacency matrix with zero diagonal results in the tawazof a new eigen-
vector that contains at least that element. The correspgreigenvalue will be as
large as the value added to the diagonal.

PrROOFE That an elemen& belongs to a cycle within the matrix (i.e. there is a
nontrivial path froma back toa) or on a direct path from such a cycle implies that
a belongs to a proper eigenvector, and vice verka [2, Chaplengbrem 3.20].

An elementa that does not belong to a proper eigenvector has zero vatue fo
all nonzero eigenvectors of the matrix. Adding the diagalaient creates a new
local cycle that contains at leaat

None of the other eigenvalues are affected and the sum ofigeevalues is
equal to the trace of the matrix, indicating that the eighrevaorresponding to the
newly added eigenvector is equal to the value added in tlgoda. O

THEOREM 11.2 (INCREASING ONEEIGENVALUE OF A MATRIX) Adding avalue
to a diagonal element that belongs to a proper eigenvectan afdjacency matrix
with zero diagonal results in the increase of the nonnegatigenvalue of that
eigenvector of at least the added value.

PROOF There is no connection between components of a graph irotihespond-
ing matrix and updates of the diagonal of the matrix do nohgeathis, so we can
consider only this component without loss of generality.

The result follows from the fact that only one eigenvalue barincreased by
the addition and thaf;-,Ai(A) = tr(A). The corresponding eigenvector is non-
negative[1D, Chapter 1, Theorem 4.2], and this is the eiggoveigenvalue pair
found when using the power method, if the starting vectordanegative and
nonzero. O

CONJECTURE11.1 (INCREASING MULTIPLE EIGENVECTORS Adding multiple
values in the diagonal of a nonnegative mag&ixcreases the eigenvalue of the cor-
responding component (or nonnegative eigenvector of ttatipal submatrix|[D,
Theorem 2.1.5]) that each element belongs to.

Worst case scenario is that multiple eigenvalues are iseckt the same size.
This yields a spectrum with dominating real eigenvalues aitiplicity higher than
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one, with corresponding nonnegative eigenvectors. Thatre§this is that the
power method will not converge at all. This situation is fmately not that com-
mon, but should not be ignored when using ProT.

THEOREM 11.3 (RaTE OF CONVERGENCE OFS?PROT) The rate of convergence
of S?ProT depends oN; /€ (as long a€ > A1). The smaller this number the faster
the convergence.

PROOF. LetA be the adjacency matrik (with zeroes in the diagonal) divided by
& > A1. This matrix has a spectrum of

AR) = EAA) = Da(A)/EAa(A) ...}

Let S, be a singleton matrix with a spectrumAfS;)) = {1,0,...,0}.

The composition of these two matrices results in the msﬁ(i%: A+ Si)s
which is formed by ProT for each call from the definition 3P30T. There are two
distinct possibilities for this matrix:

1. If the pagé is not found in any of the proper eigenvectorsiafand thush),

thenA(Ag)) = {1,A1(A)/€,...} as per Theoreln 11.1 on the preceding page.

2. In all other case’;(Aj)) > 1 andAx(Ag)) < A1(A)/E, since the addition of
Si) will increase the strength of one of the eigenvalued tfat it coincides
with (see Theorefi11l.2 on the previous page). All other e@ees of this
component might be adjusted (and possibly diminished)ilicbst linearly
independent of this new dominant eigenvector.

Recall that the rate of convergence of the power method dispemthe relative
size of the two largest eigenvalues, i.e. the smaNgfA4|, the faster the conver-
gence [[1R2]. Fon&(i) this corresponds to at moé%(/i—)/‘E = M1(A)/&. This factor
corresponds to the relative diminishing effect of apply@agh power iteration on
all eigenvalues exceptl(A(i)). Thus: the largek is, the faster the convergence.

|

Ola Agren



S?ProT: Rank Allocation by Superpositioned Propagation of Tepic-Relevance 183

THEOREM 11.4 (MAXIMUM NUMBER OF ITERATIONS REQUIRED FORS?PROT)
Given a page €V, a starting vector that is not orthogonal to the dominan¢mig
vector of the matrixm (A) (formed by the adjacency matmxusingA = A/g +Si)),
and a maximum cut-off of, ProT@) yields a stable result within

oo log(e)
M log(A1(A)) — log(¥)

iterations.

PROOF The relative strength of an eigenvecm)(A) (wherei > 1) will be de-
creased with a factor df;(A)/A1(A) relative to the strength af;(A) in each itera-
tion of the power method. Aftdtiterations this means that the relative strength of

T (A) is
M(A) |

AM(A) |

(11.9)

We are interested in the number of iterations required tihketelative strength
of TR(A) drops below the cut-offe}, and this happens when

|max

A2(A)
A(A)

(11.10)

We have already established “ﬁ% < A1(A)/E, and this together with Eq.TITI10)
yields
£ = (Ay(A)/&)ma (11.11)
log(e) = Imax(log(A1(A)) —log(E)) (11.12)

B log(e
'ma= fogthaA)) (11.13)

log(€)
Q.E.D. O
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11.B Search Terms for the Assessment

Search terms that received no assessments are giitafidn

Danish: Boghandler, musikvidenskab, rigsarkivetuddannelse,and under-
visningsministeriet.

English: Helicopter, infection, julﬁarailway & station, swegrid, table & tennis,
and trout & fish.

Finnish: Aineisto, elama, ihminen, jakelu, korkeakoullsaaminen, tietoa,
tietokone, toimitusjohtaja, and vastuu.

Icelandic:  Ahersla, bokasafisokmenntir,greinar,haskola,heilbrigdi, kennara,
landafraedi, pappir, smidsteerofraedi, antblva.

Norwegian: Akershus, datamaskin, fartspreve, forbrukdnadet, karrieresenter,
kringkastingssjef, and nasjonalbiblioteket.

Swedish:  Agren, ansoékningshandlingar, arkitekturmyseetrkivcentrum,
centrumbildningar, civilingenjoér, datatermgruppen, adaten-
skap, doktorandhandbok, energimyndigheten, fakultetsaig&n,
forskningsdatabas, forskningsomraden, genusforsknijepveten-
skap, grundskolor, hemvarnet, humlab, idéskolor, idndigskolan,
informationsteknik, kallkritik, kammarkollegiet, lammek, styr-
mekanism, kommunikationsteknik, lansbiblioteket, lathildning,
marklara, matematikdidaktik, miljdanalys, minoritetssp natur-
vetenskaplig, Overprévning, punktskriftsbdcker, ryrnsiky sok-
motoroptimering, and sprakverkstaden.

Nordish: Billedkunst, Kaspersen, kulturstudier, scie&céiction, Sturlasson,
and universitet.

aThis is the nick name of Jurgen Borstler, an associate pofegnd director of studies at the
Department of Computing Science at Umed University, Sweden
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Appendix A

Users’ Guide to CHIC

Abstract

This appendix outlines how to use programs in @té1C system, as well as
input, output and data base format used. For informationighibe algo-
rithms used byCHIC, see 8, Papel]l] and[l5, Papddll]. It uses sets of
natural numbers in the same manner as describeflin [4].

Keywords: CHIC, data base, inverted index, format
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188 A.1. INTRODUCTION

A.1 Introduction

The Concept kerarchy Constructor (CH) is a system for automatic generation
of concept hierarchies from large discrete databases. ¥$ters contains two
programs: One that takes an input file of a specific format aedtes a database,
and one that uses the information in the database to creatd@dtarchies. These
programs are callegor ds andchi c.

A.2 Using thewor ds Program

The program for data import is callegrds. This program does not use any
command line parameters. It reads each input line from atanidput and adds it
to the database.

A.2.1 Input Format

Each line of the input data corresponds to one record in thebeae. There are
three different fields on each line:

Record name — a number of characters, may not contain the sepa-
rator.

Separator — marks the end of the record and start of the list of key-
words. Default value fowor ds is ;. Changes must be done in
the file calledwor ds. | before recompilation of the program.

List of keywords — Each keyword contains a number of characters
or numbers, but never a space.

A typical example of such input data is given in FiglrelA.1 ba facing page.

A.2.2 Creating and Populating a Data Base

Make sure that the current working directory is where the deta base should
have its root, usingd to get to the right place in the file system. Create the data
base directory by executing the command

nkdir db

If the information in Figurd_All on the next page was storethimfile called
“example.in” it could be added to the database using the camam

[words < exanple.in|
The result should be a database that matches what is desoriBectior AK.

Ola Agren



aMpppue 1xa] ul aimonns Buniojdx3 pue Bunoenx3 ‘Buipui4

‘puewwod

9|11, 81 Jo Indinenasy)) ul ‘erep-viaw 818.0sIp Jo ajdwexa 1oys v 1"V aInbi4

Makefi | e:
cl ean:
conbi nat or:
db:
fest.txt:
fil.aux:
fil.dot:
fil.eps:
fil.log:
fil.tex:
i nput:

| ex.yy.c:
mai n. c:
mai n. o:
wor ds. | :
wor ds. o:

meke commands text

Bourne shel |l script text

ELF 32-bit MSB executable, SPARC, version 1, dynamcally linked, not stripped
directory

International |anguage text

LaTeX auxiliary file

ASCI I text

Post Scri pt document text conforning at level 2.0

TeX transcript text

LaTeX 2e document text

English text

C program text

C program t ext

ELF 32-bit MSB rel ocatable, SPARC, version 1, not stripped
| ex description text

ELF 32-bit MSB rel ocatable, SPARC, version 1, not stripped
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A.2.3 Known Bugs

The program can unfortunately not add more information texdasting database,
it must currently start from a clean state. This will prolyabk fixed in a later
version.

A.3 Using thechi ¢ Program

CHIC is a terminal based program that implements all algorithimengin [E]. It
reads a database with the layout and format given in Sectidn A

A.3.1 Usage

chic [-bdfItx] [-c <cut off depth>] [-C <cut off>] [-o0 <filenane>]
The command line parameters have the following meaning:

-b — block order, pick the keyword with as the highest number of
neighbours as possible among the vectors.

-d — turn on debug output. Warning, can be very verbose.

-f —filling, try to reuse vectors from earlier dimensions if pitse.

-I — generate a lattice, rather than a normal strict hierarchy.

-t — timed execution of each step, mostly for debugging andhigst
purposes.

-X — generatelot format output, see SectiénA.B.2 for a description
of the format.

-c <cut off depth> — cut everything beneath a certain depth from
the hierarchy/lattice.

-C <cut off > — remove all keywords that appears in less thaout
off> % of the records in the database.

-0 <filename> — redirect the output to the file given as argument.

The source code faZHiC is written in such a way that it should be easy to add
routines for other databases and output formats.
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A.3.2 Dot Format (as Generated byCHIiC)

The standard output format GHIC is the directed graph input format useddmnyt
anddot t'y [2,[].

The generated output file will contain some extraneous cioes ks soon as
the vectors cannot fit in one dimension. These lines are \a&sy ® remove, de-
pending on whether information is required for the entir@pgras a whole or each
dimension on its own.

A.3.2.1 Basics

The top level graph of the dot formatdsgraph name { statement-list }.
The important statements include:

N [Nnamey=valp,name=valy, ...]; Adds the node ni(unless already
created) and sets the its attributes according to the agitish

Np -> N1 -> ...-> Ny [namey=valp,name;=vals,...] ; Creates edges
between nodesphny, ... n, and sets their attributes according to
the optional list. Creates nodes as necessary.

label=text sets the label of a node to the text field given, where text
may include escaped newlings, \I, or \r for centre, left, and
right justified lines. This is the only attribute generatgddmicC.

Comments are in eithétC-style*/ or in //C++-style.
For more information abowtot anddot ty input format see either[2] 1] or the
manual page fodot .

A.3.2.2 CHiC Dot Output Specifics

The number used for each node is the decimal representdttbe corresponding
keyword within the database, see Secfion A.4.

The extraneous lines generateddiC contain specific comments to simplify
usage of the output file.

If a complete graph with all dimension in one picture is wantien remove
all lines in the output file that contain the commeént | NTERNAL */.

If a specific dimensiomnis required, then remove all lines before the comment
line containing * Start Di nensionnn */ and after * Stop Di mensionnn */.

Both options yield validiot input files.
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192 A.4. CONTENTS OF EACH DATA BASE FILE

A.4 Contents of Each Data Base File

The database is stored in a directory catled This directory contains a number of
files when the data has been added to the database. The esawplein the text
below are when the input as given in FiglirelA.1 on dagé 189 ées processed.

DB This file contains the keywords in the order of their first appace in the
input file, one per line. The first keyword is the one enumeratgh 1024,
the second 1025, etc. See FiglirelA.2 on the next page for ampéxa

names The names of each record in the input file is stored in thisdibe, line per
record. See Figufe_A.3 on the facing page.

stdin This file contains the relationships of the database, omedfrenumerated
numbers per record. Between each hexadecimal number afi¢ghis b space
character, and the numbers are in the order of the keywords/as. See
Figure[A3 on pagE1d4.

400 upwards Each file corresponds to the inverted indices for the keywuath
that enumerated number, i.e., those given in DB. Some ohtlegted indices
can be seen in Figute"A.5 on pdgel94.

The information in these files can be accumulated into a ed@c matrix,
i.e. TabldAl on padeIP5. This is however not feasible wherdata base size in-
creases, since the size of the table is number of records tiomaber of keywords.
Test data base three described in Tablé 8.1 on[pdge 97 in[P&{Hé&mwould need
a table with 1,841,378,616 squares in it, but very sparskylfin.

A.5 An Example Data Base

We will be using the same example as the one foundlial[3, 5]Figure[A] on
page 18B.

A.5.1 Creating a Data Base

Given a database created by following the steps in SehidfAve will find that

each keyword in the input file is assigned an enumerated wduwgng with 1024
(hexadecimal 400). The reason for starting the enumeratid®24 was to retain
space for single characters and important words.
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A.5.2 Content of the Data Base

The contents of each file in the data base will be:

DB As in Figure[A2, but please remember that it will in realigy & file with 39
lines with one word per line.

names As in Figure[AB, with one record name per line.
stdin Exactly as in Figur€&Al4 on the following page.

400-426 Figure[AD on the next page contains some of the invertedésdi It
would take up too much space to add all of them to this document

Table[A] on pagEZI®5 contains a adjacency matrix for thishdese.

make sparc | at ex tex
commands version auxiliary transcript
t ext 1 file 2e

bour ne dynami cal | y asci i english
shel | ['inked postscri pt c

script not docunent program

el f stri pped conf orm ng rel ocat abl e
32-bit directory at | ex

msb i nternational [ evel description
execut abl e | anguage 2.0

Figure A.2: Keyword file b/ DB).

Makefile fest.txt fil.log main. c
clean fil.aux fil.tex main. o
conbi nat or fil.dot i nput wor ds. |
db fil.eps lex.yy.c wor ds. o

Figure A.3: Name filedb/ nanes).
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400 401 402
403 404 405 402
406 407 408 409 40a 40b 40c 40d 40e 40f 410
411
412 413 402
414 415 416
417 402
418 419 402 41a 41b 41c 41d
41e 41f 402
414 420 419 402
421 402
422 423 402
422 423 402
406 407 408 424 40a 40b 40c 40f 410
425 426 402
406 407 408 424 40a 40b 40c 40f 410
Figure A.4: Relation filedb/ st di n).
1 1 3
2 (b) make @b/ 400) (c) executabledp/ 409)
5 3 3
7 e e
g 10 (d) elf (db/ 406) 10 (e) msb @b/ 408)
a 6
b () lex (db/ 425) a (o) latex @b/ 414)
c
S Figure A.5: Sample inverted indices.

(a) text @b/ 402)
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Table A.1: Adjacency matrix between rows in database and&eys. Each row
can be seen as the inverted file for that keyword and each cotapresents each

file record in sorted order.
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

commands
text

bourne
shell

script

elf

32-bit

msb
executable
sparc
version

1
dynamically
linked

not

stripped
directory X

international X

language X

latex X X
auxiliary X

file X

ascii X
postscript

document

conforming

at

level

2.0

tex X

transcript X

2e X

english X

C X X

program X X

relocatable X X
lex X
description X

1
make X
X
X

X X X X

X X X X X X X X X X X
X
X

X X X X X X
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Colophon

Typesetting of this thesis was done using #igX2. macro system by Leslie Lam-
port on top of the X formatting engine by Donald E. Knuth. Times New Roman is
the main font face found in the thesis, with the rare exceptiof some characters
in equations and small/rotated pictures (where Computeddyvto and Helvetica
have been used, respectively).

A total of 28 BTpX macro packages were directly imported. In reality, this
number increases to 43 style files, seven definition files amddonfiguration files
because of internal transitivity. Despite all these mades fi made 47 definitions,
created three new and reconfigured three old environmemated 18 new com-
mands and reconfigured 15 others. | did, however, have tipeofislich wonderful
tools asaspell BIBTEX and makeindex

The figures were created usidgt from the GraphVizcollection of tools (for
directed graphs)gnuplot (for all plottable graphs), oxfig. | used a ton of small
shell scripts written in Bourne, awk or Perl together wittgkx programs in either
MATLAB/Octave or R for calculations and statistics. The softwdré bGEXT,
CHIC and RROT are, however, written in C. All of this text as well as all grams
have been written using(m), still the fastest and best text editor out there.

All of this was of course controlled by a large number of mdksfi In fact,
make had to first run ATEX, then BBTEX eighfl times, then ATEX, then make-
index, then ETpX again, and, finallydvips whenever | wanted a new PostScript
version of the thesis. This file was then converted to PDFgups2pdf when
required.

One thing has not changed, while at the same time changindjyapver the
years; all of the work except the final submission of Pdpér ¥revdone on a
computer using some sort of UNIX or UNIX-clone. The specifiese changed
considerably, since I've had the pleasure of using SGI Bixyp Solaris, and GNU
Linux (e.g. Debian and Ubuntu). They have all worked for nagher than against
me.

lBlBTEX runs once on each paper, once for the front matter and om¢eegd ppendix.
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