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Abstract

Research shows that examples play an important role for cognitive
skill acquisition. Students as well as teachers rank examples as important
resources for learning to program.

Students use examples as templates for their work. Therefore exam-
ples must be consistent with the principles and rules of the topics we are
teaching; free of any undesirable properties or behaviour. By repeatedly
exposing students to “exemplary” examples, desirable properties are rein-
forced many times. Students will eventually recognize patterns of “good”
design, gaining experience in telling desirable from undesirable properties.

We therefore need to be able to tell apart “good” and “bad” examples.
To do so objectively and consistently requires some kind of measurement
instrument.

In this paper, we describe the development and initial validation of an
evaluation instrument for example programs, based on three aspects of
quality; technical quality, object-oriented quality, and didactical quality.
Validation was performed by six experienced educators using examples
from popular introductory programming textbooks.

Results show that the instrument helps indicating particular strengths
and weaknesses of example programs. In all but one example program, we
identified aspects that need to be improved. However, inter-rater agree-
ment is low. The instrument can therefore not be considered reliable
enough for evaluations on a larger scale. Further work is necessary to
fine-tune the instrument and provide guidance for its usage.
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1 Introduction

Examples play an important role in teaching and learning programming, stu-
dents as well as teachers cite examples as the most helpful resource for learning
to program [19]. This is also supported by research in cognitive science which
confirms that “examples appear to play a central role in the early phases of cogni-
tive skill acquisition” [30]. Research in cognitive load theory furthermore shows
that an alternation between worked examples and problems increase learning
outcome [28].

Examples work as role models; students use examples as templates for their
own work. Examples must therefore be consistent with the principles and rules
being taught and not exhibit any undesirable properties or behavior. In other
words, all examples should follow the very same principles, guidelines, and rules
we expect our students to eventually learn. If our examples do not do so con-
sistently, students will have a difficult time recognizing patterns and telling an
example’s superficial surface properties from those that are structurally or con-
ceptually important. I.e., it is important to present examples in a way that
conveys their “message”, but at the same time be aware of what learners might
actually see in an example [23].

Trafton and Reiser [29] note that in complex problem spaces (like program-
ming), “[l]earners may learn more by solving problems with the guidance of some
examples than solving more problems without the guidance of examples”. By
continuously exposing students to “exemplary” examples important properties
are reinforced. Students will eventually gain enough experience to recognize
general patterns which helps them telling apart “good” and “bad” designs.

With carefully developed examples, we can reduce misinterpretations and
prevent students from drawing inappropriate or undesired conclusions, e.g., by
overgeneralization. This helps preventing misconceptions, which might hinder
students in their further learning [8, 16].

Although examples are perceived as one of the most important tools for the
teaching and learning of programming [19], there is very little research regarding
their properties and usage. There is a large body of knowledge on program
comprehension (e.g., [4, 5]), software quality and measurement (e.g., [25]), but
this is rarely applied in an educational setting [2, 20].

In this report, we describe the development of an evaluation instrument
that tries to capture technical, object-oriented and didactical qualities of an
example. To validate the instrument, a group of CS teachers has reviewed a
number of carefully chosen examples. Results show that the instrument helps
indicating particular strengths and weaknesses of example programs. Results
show furthermore that most example programs had weak spots that need to be
improved. However, inter-rater agreement is low. The instrument can therefore
not be considered reliable enough for evaluations on a larger scale. Further work
is necessary to fine-tune the instrument and provide guidance for its usage.

2 Related Work

Textbooks are an important component in teaching introductory programming.
They are a major source for example programs and also work as a reference for
how to solve specific problems. Although examples play an important role in
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the teaching and learning of programming, there are no systematic evaluations
of textbook examples.

De Raadt et al. [10] compared 40 introductory programming textbooks by
measuring their amount of content particularly relevant for the textbooks use-
fulness as a learning tool, like the number of pages covering examples, exercises,
bibliographies, appendices, language reference, index, glossary, and other chap-
ter content. Of the 14 books covering object-oriented programming (in Java),
examples covered from 0% to 43% of the content. The authors conclude that

Examples should concisely illustrate a technique. They should in-
clude line numbers for reference, though should preferably be as
self-contained as possible, not requiring the reader to keep referring
back to the accompanying text discussion. Better examples will of-
ten include the author’s comments maybe accompanied with some
lines and arrows like the typical classroom blackboard example.

Wu et al. [32] address the question of how examples are used and presented
in high school textbooks (using BASIC as a programming language). They
categorize Presentation style based on the presence or absence of four major
problem-solving steps; problem analysis, solution planning, coding and test-
ing/debugging. An analysis of 16 textbooks, in total 967 examples, shows that
only 2% of the examples display a thorough analysis of the problem statement
(only 3 of 16 books). And, even worse, only 0.2% of the examples discuss how
the programs can be tested and debugged.

Malan and Halland [21] discussed the potential harm “bad” example pro-
grams might do when learning object-oriented programming. They identified
four main problem areas, based on their own experiences as teachers; exam-
ples are either too abstract or too complex and examples are applying concepts
inconsistently or even undermining the concept(s) being introduced.

An important aspect of examples is misconceptions and how to avoid them.
Holland et al. [17] outlined a number of student problems and how they might
relate to properties in example programs, like object/class conflation, objects
as simple records, and reference vs. object. Along with each problem they pro-
vide a pedagogical suggestion for avoiding potential misconceptions by choosing
suitable examples.

A similar problem is noted by Fleury [12], who discussed how students con-
structed their own rules by misapplying correct rules. She described certain
cases how these student-constructed rules can systematically lead students to
incorrect solutions.

In 2001, a discussion on ‘HelloWorld’-type examples was initiated in Com-
munications of the ACM [31] which created a series of follow-ups on the object-
orientedness of common introductory programming examples [6, 7, 11, 24].
Surprisingly, the main discussion has been on how to adjust the ‘HelloWorld’-
example to better fulfill the characteristics of object-orientation, not on whether
this is a good example at all.

Negative implications of oversimplified examples are discussed from other
aspects as well. Hu [18], for example, discusses the general problem of data-less
objects (which ‘HelloWorld’ is an instance of). Using data-less objects is con-
tradictory to the basic notion of objects when introducing them to novices. He
calls them merely containers holding (static) methods and simulating a proce-
dural way of programming.
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3 Desirable Properties of Example Programs

In the literature the terms ‘example’ and ‘example program’ are often used
interchangeably but can mean quite different things. In the context of the
present work, we define example program and good example as follows.

Example Program. A complete description of a program, i.e., the actual
source code plus all supporting explanations related to this particular
program. This is opposed to code snippets. For brevity, we usually omit
‘program’, when this is implicit from the context.

Good Example. An example that relates to the needs of novices in program-
ming and object-orientation.

Novices have no or only a limited frame of reference. They rarely have any
prerequisite knowledge about (object-oriented) programming languages or the
programming process. It is therefore important to carefully control cognitive
load [9] and strip examples from unnecessary complexity.

• Example context should be as familiar as possible.
• Examples must be small and/or focus on a single concept.
• Object-orientated principles must be upheld and enforced.

This leads to somewhat contradictory demands on examples. Upholding
object-oriented principles does not necessary lead to easy, straightforward solu-
tions to small problems. In fact, the strength of object-orientation is in manag-
ing complexity. Kristen Nygaard, one of the originators of object-orientation,
often stressed that object-orientation is a better problem solving tool for com-
plex problems than for simple ones. During the work presented here it also
became obvious that there were aspects of examples that might be rated good
from one perspective, but bad from another.

In our opinion, an object-oriented example program must fulfill certain basic
properties to be effective as an educational tool. It must

• be technically correct,
• be a valid role model for an object-oriented program,
• be easy to understand (readable),
• promote “object-oriented thinking”, and
• emphasize programming as a problem solving process.

However, how these characteristics should be implemented is not easily
agreed upon. The educational quality of an example is not a definite, measur-
able quantity. Although some quality aspects, like code complexity, are quan-
tifiable, it is very difficult to capture didactical and contextual properties [2].
This becomes apparent from the debates around the common ‘HelloWorld’ ex-
ample [6, 7, 11, 18, 31], where object-orientedness is often argued about in
technical terms, i.e. concrete syntax. From a didactical point of view, it might
be argued that none of the proposed versions of ‘HelloWorld’ could serve as a
good example, since the example as such seems artificial and not serving any
“real” purpose. Which kind of application would need objects of this kind? Does
it exemplify any important or general concept, besides concrete syntax? Even
if the example fulfilled the criteria for good examples in a technical sense, its
didactical qualities are still questionable.
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On a more general basis there are guidelines for object-oriented software.
Code-smells [13], heuristics [26] and principles [22] all focus on large-scale soft-
ware systems and can not easily be adopted for the educational situation.

4 Method

The project was carried by two Scandinavian research groups, one from the Uni-
versity of Umeå, Sweden, and the other from the University of Aarhus, Denmark.
The groups are both actively involved in teaching introductory programming as
well as research in computer science education.

The project was formally initiated by a two day workshop in Umeå in Au-
gust 2007, but initial discussions and work regarding the need for evaluation
techniques had commenced earlier, see [2]. The workshop started with a brain-
storming session on desirable properties of object-oriented example programs
for novices (see Appendix A). The results from this session were discussed and
eventually lead to the definition of an initial checklist, as outlined in Section 4.2.
Six representative examples were selected from a number of popular textbooks.
Examples were of varying levels of complexity and chosen to address different
object-oriented concepts, as described in Section 4.1.

During September 2007 the groups worked on testing the evaluation instru-
ment. Each example was graded by six reviewers using the evaluation instru-
ment. During October the two groups held local meetings as well as corre-
sponded by e-mail, discussing experiences with the evaluation instrument. The
following general observations were made:

1. Several quality factors could be interpreted differently by different review-
ers. Effort was invested to clarify the statements describing each quality
factor to define them more precisely.

2. Several quality factors were found to be highly dependent on each other.
This was considered problematic, as this would lead to double penalties or
rewards for a low or high score, respectively. While this cannot be avoided
completely, effort was invested to minimize this problem.

3. Differences in reviewer background could also affect the grading. For
instance, one of the reviewers taught primarily advanced programming
courses in recent years. This lead to a higher attention to aspects less
relevant for examples target towards novices. These issues were clarified
and focus on novice examples were emphasized to lessen the impact of
reviewer background on the evaluations.

4. One of the books was removed from the list as it appeared to be more
aimed at non-novice programmers, which meant the the set of examples
was down to five examples in four books.

These discussions lead to several changes to the evaluation instrument giving
it a clearer structure and more concise formulations leading to a better consensus
about evaluation criteria among the evaluators. During November 2007, the six
reviewers performed a second evaluation of the remaining five examples once
again, using the revised instrument described in Section 4.2.
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4.1 Reviewer Demographics and Examples Considered

The instrument, described Section 4.2, has been used by six reviewers each
reviewing five examples. Two of the reviewers are women and four men, the
range of age is between 37 and 48. All reviewers are experienced computer
science lecturers. Furthermore, all have been working with courses in object-
oriented programming at an introductory level. However, three of them have
been primarily teaching more advanced courses in recent years. Four of the
reviewers work at the Department of Computing Science at Umeå University
and two work at the Department of Computer Science at the University of
Aarhus.

We searched a large range of currently popular textbooks with different focus
and didactical approaches (OO-first vs. OO-late; process-focus vs. programming-
mechanics-focus, concrete-syntax-focus vs. general-concept-focus, etc.) for ex-
amples to test the instrument. To cover a wide range of styles, complexity,
and concepts, we selected five representative examples covering the following
aspects; the very first example of a textbook, the first exemplification of devel-
oping a user-defined class, the first application involving at least two interacting
classes and a non-trivial (but still simple) example of using inheritance.

E1: First example with more than one “user defined” classes. An exam-
ple consisting of a class representing a display for a digital clock. Uses
non-primitive attributes of the class NumberDisplay in a ClockDisplay
class, Pages 52-70, Code 3.3-3.4 in Barnes, D.J. and Kölling, M.: Objects
First with Java, Prentice Hall, 3rd edition, 511 pages, 2006.

E2: The very first textbook example. An example adding two numbers
and displaying the result using console I/O. Implemented by extending
the ACM library’s ConsoleProgram. Pages 30-34, figure 2.2 in Roberts,
E.S.: The Art & Science of Java—An Introduction to Computer Science,
Addison-Wesley, 1st edition, 587 pages, 2008. The book is based on the
library developed by the ACM Java Task Force [27].

E3: First example of developing a “user defined” class. An example with
a single class representing a student. No other classes using it. Pages
190-198, figure 6.5 in Roberts, E.S.: The Art & Science of Java—An In-
troduction to Computer Science, Addison-Wesley, 1st edition, 587 pages,
2008.

E4: First example of developing an “user defined” class. An example con-
sisting of a class encapsulating die objects and text-based output for demo
purposes in a main-method (implemented in a separate application class).
Pages 189-196, listning 4.1-4.2 in Lewis, J. and Loftus, W.: Java Software
Solutions, Addison-Wesley, 5th edition, 780 pages, 2007.

E5: First example concerning inheritance and polymorphism. An ex-
ample that creates a very simple cartoon-like animation. Two kinds of
smileys (with different behavior) are displayed in a frame. Pages 113-121,
Listing 3.1-3.5 in Sanders, K.E. and van Dam, A.: Object-Oriented Pro-
gramming in Java—A Graphical Approach, Addison-Wesley, Preliminary
edition, 638 pages, 2006
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Two of the books described above (examples E1 and E4) have been used
as course literature by some of the reviewers. The main features of our five
examples are summarized in Table 1.

Table 1: Main features of evaluated example programs.
First First user- Several Attributes of

example defined class classes class-type Inheritance Polymorphism

E1 — — X X — —
E2 X — — — X —
E3 — X — (X)a — —
E4 — X X (X)b — —
E5 — — X X X X

aString only
bIn “test”-class only

4.2 The Instrument
Our initial workshop contained a brainstorming phase that resulted in an initial
checklist of example characteristics that should be examined (see Appendix A
for the full list). This checklist contained both concrete characteristics (like “Are
provided libraries (re)used consistently”) as well as suggestions for relevant met-
rics that could be collected (like “Classify objects used as immutable/mutable,
stateless/statefull, all attributes are primitive, etc.”). Like on other occasions
(see [3]) it was quite easy to agree on desirable example characteristics, but
much harder to reach consensus about their interpretation and utilization.

4.2.1 Quality Categories

The onset of the instrument was clearly to formulate our intuitive feelings for
“god” and “bad” into something more precise and measurable. However, the
first test of the checklist on an actual textbook example demonstrated that
more structure and a clearer definition of evaluation criteria was needed to
support more consistent evaluations. Inspiration was taken from the checklist-
based evaluation by the Benchmarks for Science literacy1, and it was decided to
structure the checklist acoording to three categories evolved; technical quality,
object-oriented quality and didactical quality.

Technical quality. A good example must be technically correct. Code must
be written in a consistent and exemplary fashion, i.e., appropriate naming,
indenting, commenting and so on. This is not primarily connected to the
object-oriented paradigm, but programming in general.

Object-oriented quality. A good example must be a valid role model for an
object-oriented program. Object-oriented concepts and principles should
be emphasized and reinforced. It is therefore important to show objects
with mutable state, meaningful behavior, and communication with other
objects.

1http://www.project2061.org/publications/bsl/default.htm
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Didactical quality. From a didactical point of view, a good example must
be easy to understand, promote object-oriented thinking and emphasize
programming as a problem solving process.

4.2.2 Quality Factors

To develop an operational checklist, we defined a set of quality factors, hereafter
denoted QF’s, corresponding to desirable example properties for each of the
categories above. To reach well-defined and unambiguous QFs, we strived for
the following properties:

1. Each QF is based on accepted principles, guidelines, and rules.
2. Each QF is easy to understand.
3. Each QF is easy to evaluate on a Likert-type scale.
4. There are as few as possible QFs.
5. There is as little redundancy as possible.
6. All QFs are at a comparable level of granularity/importance, i.e., they

contribute equally well to the overall “quality” of an example.
7. The set of QFs covers all relevant aspects of “quality”.
8. The set of QFs must be applicable to any example, regardless of pedagog-

ical approach and order of presentation.

In the following, we present the final list of QFs, as used in our evaluation,
grouped by category. An example of a filled-in review form can be found in
Appendix B and the results of our evaluation are presented in Section 5. Each
QF is formulated as a statement that can be evaluated on a five point Likert-like
scale (1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree).

General technical quality (T1-T3)

T1: Problem versus implementation. The code is appropriate for the pur-
pose/problem (remember: the solution need not be object-oriented, if the
purpose/problem does not suggest it).

T2: Content. The code is bug-free and adheres to general coding guidelines
and rules. E.g., all semantic information is explicit: for instance if precon-
ditions and/or invariants are used, they must be stated explicitly; if there
are dependencies to other classes, they must be stated explicitly, etc., test-
ing preconditions is a client responsibility, objects are constructed in valid
states, no code duplication, flexibility, etc.

T3: Style. The code is easy to read and written in a consistent style. E.g., well-
defined intuitive identifiers, useful (strategic) comments only, consistent
naming, and indenting, etc.

Regarding T1 it is important that students see solutions that actually solve
the stated problem. An example will score low in case the program does some-
thing different than what is stated as its purpose or does much more. T2 and
T3 focus on the actual example code disregarding whether or not it solves the
problem it is intended for. T3 is focused on readability and a low score is given
for misleading identifier names, inconsistent indenting, etc. To get high scores
examples should have useful strategic comments, i.e., comments that add infor-
mation instead of just repeating existing information. Excessive commenting
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works against readability and will therefore lead to lower scores. T2 focuses
on methodological rather than syntactic consistency. An examples of an incon-
sistency would for instance be a class with four primitive attributes where the
constructor initializes only two of them which would make students wonder what
happens to the other two. Another example for devaluating T2’s scores would
be, if the same code fragment appears several times without being extracted
into a method.

Object-oriented quality (O1-O2)

O1: Modeling. The example emphasizes object-oriented modeling. E.g., em-
phasizes the notion of object-oriented programs as collections of commu-
nicating objects.

O2: Style. The code adheres to accepted object-oriented design principles.
E.g., proper encapsulation/information hiding, Law of Demeter (no in-
appropriate intimacy), no subclassing for parameterization, etc.

The difference between O1 and O2 is that O1 focuses on design while O2 is
concerned with the implementation. An example may very well score low on O1,
but still be implemented according to object-oriented principles. For example,
classes being mere containers with primitive attributes and set/get-methods
only can still be graded high on O2, if attributes are private and manipulation
is done through appropriate methods. Another example may be rated good
from a design point of view, but score low on implementation if basic principles
are violated. The infamous ‘HelloWorld’-example can do well on O2 but still
be a bad abstraction.

Didactic quality (D1-D6)

D1: Sense of purpose. Students can relate to the example’s domain and com-
puter programming seems a relevant approach to solve the problem.

D2: Process. An appropriate programming process is followed/described, i.e.,
the problem is stated and analyzed, a solution is designed, implemented
and tested/debugged.

D3: Breadth. The example is focused on a small coherent set of new issues/-
topics. It is not overloaded with new material or details introduced “on
the fly”.

D4: Detail. The example is at a suitable level of abstraction for a student at
the expected level and likely understandable by such a student.

D5: Visuals. The explanation is supported by relevant and meaningful visuals.
D6: Prevent misconceptions. The example illustrates (reinforces) fundamen-

tal object-oriented concepts/issues. Precautions are taken to prevent stu-
dents from drawing inappropriate conclusions.

The didactical qualities are somewhat difficult to evaluate without taking
into consideration the larger context of the example, like the textbook’s intended
audience, pedagogical approach (objects-first/late etc.), usage of projects or
running examples and so on. However, in an evaluation like the one intended
here, one cannot take care of all these aspects. To some extent, examples must
have a quality of there own.
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Most textbooks explicitly state their target audience. Highly technical or
mathematical examples will get low scores in textbooks for a general audience.
Reliance on local concepts like time/date formats or measurement systems will
also score low as will concepts or terms that are difficult to understand for
non-native speakers of the language.

When evaluating process (D2), consistency of the pedagogical approach (top-
down, objects-first, etc.) can also be weighed in. Consistency is crucial and the
evaluation should have this in mind. However, evaluators must keep in mind
that the back-cover texts of textbooks are advertisements and not necessarily
correct descriptions of the pedagogical approach actually followed by a textbook.

D3 is concerned with the focus of the example. As a general rule, only
one new concept should be introduced at a time. This makes it easier for
students to concentrate on the relevant aspects regarding this particular concept.
Making things more complex than necessary will likely introduce unnecessary
cognitive load. Showing three different ways to print a value, while introducing
the different ways to communicate with an object, would for example result in
a low score.

D4 is to some extent dependent on the order of which conceptual elements
are introduced. Using API-classes that implement interfaces (e.g., Collections)
might be to abstract if used too early.

Visuals are not always necessary, but often useful for explanations. However
bad visuals can be as bad as no visuals at all, so D5 is somewhat difficult
to evaluate. It is important to be aware of the relative interpretation of this
quality factor. Reviewers might very well judge the use of visuals differently.
An example may score high without visuals, if there is no real need for them.
On the other hand, overuse of visuals or inappropriate visuals might make it
more difficult to understand a concept and can therefore result in a lower score.
It is therefore important to agree on an evaluation policy beforehand.

Preventing misconceptions is extremely important, but limited time and
space tends to invite teachers/authors to do potentially dangerous shortcuts. A
well designed example class can be of great instructional value, but by adding
a main-method that self-instantiates the class we run the risk of seriously con-
fusing the novice programmer. Another example is the use of printing for de-
bugging which often leads novices to believe that printing is the only means for
“getting things” out of a method. D6 is responsible for capturing these kinds of
problems, but it is still the reviewers responsibility to consider implications of
different elements of the example.

5 Results

In this section, we summarize the results from six reviewers, R1–R6, using the
evaluation instrument described in the previous section on the examples E1–E5
described in Section 4.1.

Figure 1 shows the overall average grades and the average standard devia-
tions for each example. For each of the QFs an average and a standard deviation
among the reviewers are calculated. Then the overall average grades and the
average the standard deviations are calculated. Another way to calculate the
overall average grade would be to first calculate an average for each category
and then an overall average. Doing this do, however, not change the relations
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between the five examples.
As can be seen, E1 receives the highest average grade and also has the lowest

average standard deviation. E2 and E5 receive the lowest average grades but
have the largest average standard deviations. It seems that reviewers are more
likely to agree on high rankings than on low rankings. This pattern seems to
hold also when looking at quality categories (see Figure 2) and individual QFs
(see Figure 12 in Appendix C).
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Figure 1: Overall average grade (bars) and average standard deviation (line) for
example E1–E5.

Figure 2 shows that the overall gradings of our test examples was quite
high for technical quality, consistently better than neutral for didactical quality
and quite inconsistent for object-oriented quality. Figure 3 shows that technical
quality (T1–T3) also had the smallest average standard deviation, i.e., reviewers
were more likely to agree on example grades in this category. Regarding QF D3
(Breadth), reviewers seemed to agree the least.

Inconsistent gradings might be caused by reviewers who consistently give
higher or lower grades than others. Figure 4 shows the distribution of grades
for all reviewers. It can be noted that all reviewers prefer gradings 4 and 5;
5s are actually used for 40% or more of the gradings for all but one reviewer
(R5). However, only one reviewer, R6, does not give a single 1 in the reviews.
Detailed data about all gradings can be found in Appendix C.

When comparing the reviewers’ implicit internal ranking of the examples (see
Figure 5), it can be seen that all six reviewers rank E1 as the “best” example
and most reviewers rank E3 second. Figure 5 also shows that the rankings for
an example can differ considerably in the different categories, i.e., it seems that
the categories capture different aspects of quality.

6 Discussion
In the following subsections, we will discuss several questions regarding the
usefulness of the evaluation instrument and the validity of our results.

• How well do the results presented in Section 5 correspond to the reviewers
intuitive perception of example quality? Is the example that attains the
highest grade (E1) also the best one according to our “gut feeling” (see
Section 6.1)?
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Object-oriented quality (O1-O2)
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Technical quality (T1-T3)
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Figure 2: Average grade (bars) and average standard deviation (line) for example
E1–E5 for each quality category.
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Figure 3: Average grade and average standard deviation for all QFs.
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Figure 4: The distribution of grades given by the six reviewers.
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E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 E1 E2 E3 E4 E5
R1 4 1 1 1 5 1 5 4 3 2 2 5 4 1 3
R2 1 1 4 1 5 1 5 3 2 3 1 4 2 3 5
R3 1 1 3 4 5 1 5 2 3 3 1 2 3 5 4
R4 1 1 4 1 5 1 4 4 3 2 1 5 2 4 3
R5 1 3 1 3 5 1 5 2 3 3 1 3 4 2 4
R6 3 2 1 3 5 1 4 2 5 2 1 3 5 3 2

Overall 
ranking 2 1 4 3 5 1 5 3 4 2 1 5 3 2 4

E1 E2 E3 E4 E5
R1 1 5 3 1 4
R2 1 4 2 2 5
R3 1 2 2 4 5
R4 1 5 2 2 4
R5 1 4 2 2 5
R6 1 4 3 5 2

Overall 
ranking 1 4 2 3 5

Ranking only T-qualities Ranking only OO-qualities Ranking only D-qualities

Total ranking of examples

Figure 5: Implicit ranking of the examples based on the reviewers’ individual
scores. The number 1 denotes the example which the reviewer has given the
highest average grade and 5 is given to the example with the lowest average
grade.

• Can the grading be considered valid despite the sometimes rather drastic
disagreements among the reviewers? Are there specific explanations for
the disagreement? For example, are some QFs2 more difficult to interpret
and to evaluate (see Section 6.2)?

• How can the grades for the various QFs be weighed together? Should all
QFs have equal weight? How do different weighing schemes affect the total
grade (see Section 6.3)?

• Does a textbook’s approach to examples affect the evaluation somehow?
Does the order or kind of presentation affect example quality as reflected
in our instrument (see Section 6.4)?

• How well-defined are the QFs? Do they fulfill the properties we defined in
Section 4.2.2 (see Section 6.5)?

• Are there any limitations to the applicability of our instrument (see Sec-
tion 6.6)?

6.1 Agreement with Gut Feeling

Example quality is difficult to capture. Experienced teachers develop a sense
for “good” and “bad” and “know it when they see it”. They intuitively recognize
examples that exhibit desirable properties and to the point convey “the message”
of the example in a clear and unambiguous way. It is therefore important to
know, to which extent the instrument captures this intuitive sense of quality.

Among the examples evaluated, example E1 receives the highest average
grade (4.68) together with the lowest average standard deviation (0.35). E1
receives the highest average grades of all example programs in all QFs, except
T2, T3, and D3 (see Figure 11 in Appendix C). It is furthermore ranked first

2Quality Factors T1–T3, O1–O2, D1–D6
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in total by all reviewers (see Figure 5). Our discussions after the evaluation
revealed that this is consistent with the “gut feeling” of all the reviewers. The
example is considered of high technical quality, demonstrates many desirable
object-oriented qualities (like mutable state, utilization of multiple instances of
a class, attributes of class-type, etc.), and is generally presented and explained
in a clear and understandable fashion.

The lowest grade is given to example E5 (avg grade: 3.39, avg std.dev: 1.20)
closely followed by example E2 (avg grade: 3.45, avg std.dev: 1.00). The reason
for their low grading is quite different though. Example E5 is ranked last in
technical quality by all reviewers, while example E2 is ranked last in object-
oriented quality by all but one reviewer. On average, example E2 is also ranked
quite low in didactical quality (actually last in total, see Figure 5). Example
E5 contains a defect and the resulting program does not fulfill the requirements
stated in the textbook (the example actually works, but not as described in
the text). Since textbook examples are carefully developed and tested, one
would expect very high technical grades for technical quality on average. This
is also clearly reflected by our results (see Figure 3). The low overall ranking
of example E5 is also consistent with the reviewers’ “gut feeling”. Defects in
textbook examples are not acceptable. Example E2 is the very first example
in an “objects-late” textbook and not really focused on object-orientation. Its
low object-oriented quality could therefore be “excused”. However, its low over-
all ranking in didactical quality was more of a concern, even considering the
reviewers “gut feeling”.

In general, we can say that the implicit rankings, calculated from the review-
ers’ grades (see Figure 5), correspond quite well to our “gut feeling” which puts
example E1 first, examples E2 and E5 last, and examples E3 and E4 somewhere
in between.

6.2 Reviewer Disagreement

Although all criteria were discussed thoroughly and the instrument was tested
twice, we underestimated the semantical issues concerning the criteria. It was
implicitly assumed that all reviewers shared the same interpretation of each
single QF. However, careful inspection of all evaluations revealed that grading
still was difficult in some cases. Several of the QFs received rather different
grades. Already when developing the instrument, a recurring topic of discus-
sion was when to give a 1 or a 5, i.e., to get a common understanding of the
extremes for each criterion. During these discussions, examples were often used
to illustrate these extremes. Despite these discussions, reviewers utilized the
rating scale quite differently (see Figure 4). However, utilization of the rating
scale might be attributed to differences in personality, since all reviewers gave
grades deviating negatively and positively from the majority (see Table 2). Fur-
thermore, not all reviewers were actively involved in all discussions. Therefore,
some differences should be expected.

It should also be noted that different people will very likely assess things dif-
ferently, even if they are trained assessors. Expecting reviewers to fully agree is
unrealistic. A study on essay assessment in Danish primary school, for example,
“found remarkable interscorer variation on both the categories and the frequency
of criteria used, as well as on the marks assigned to the essays” Gregersen [15,
p. 30].
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Table 2: Number of occasions where a reviewer’s grade was the opposite of the
majority’s grade (see Figure 11 in Appendix C for details).

Reviewer R1 R2 R4 R3 R5 R6
Better than majority 4 1 2 4 1 2
Worse than majority 3 4 9 4 7 2

We therefore strongly recommend supplying a written instruction, containing
prototypical examples, with the instrument. Nevertheless, there are only four
occurrences in two of the 5 examples, where reviewers used the full scale (1–5
inclusive); example E2 (QFs O2 and D3) and example E5 (QFs O1 and D1).
In D1 (Sense of purpose) there are two explanations of what the QF embodies
(Students can relate to the example’s domain and computer programming seems
a relevant approach to solve the problem), but some reviewers only considered
the first part.

Some reviewers found QF O2 difficult to assess meaningfully in cases where
O1 was low, i.e., when an example was not considered object-oriented. Although
QF O1 and O2 were intended to be independent (see Section 4.2.2), this was
not found particularly intuitive; lack of object-orientedness should result in low
object-oriented quality.

Some reviewers gave high “grades” to non-object-oriented examples. This
means that examples that were actually not considered object-oriented could
increase their average rating for object-oriented quality. Discussions after the
assessment showed that some reviewers actually followed their intuition and
others strictly followed the (non-intuitive) definition. This explains the large
standard deviation for QF O2 in example E2 (see Figure 12 in Appendix C).

Conditional QFs might be a solution to this problem. First the general
object-orientedness of an example is evaluated. Only if the example exceeds a
certain threshold or fulfills certain criteria, further QFs are evaluated.

Teaching experience can also influence the grading. Two reviewers have
exclusively (R5) or mainly (R3) taught advanced programming courses over
the last years, which might explain their high numbers of opposing grades (see
Table 2) and slightly lower grades on average (see Figure 4).

Overall, our actual grades as well as our “gut feeling” tell us that agreement
of what is “good” is better than of what is “bad”. To some extent this can be
explained by the reviewers spotting different problems (see for example Figure 9
in Appendix B. But this might also happen to the same reviewer making reviews
at different times. Since the same examples were re-evaluated with two versions
of the instrument, some reviewers found more problems and/or had more or
more specific critique the second time. I.e., more careful evaluation might have
lead to worse grades for the examples that have been evaluated most carefully.

6.3 Weights and Classification of Quality Factors (QFs)

It might be tempting to compute a single value for the grading of an example.
We have tried to balance criteria within a category. However, an overall total
(over all categories) does not seem very meaningful. Granularity and impact
of criteria can never be perfectly balanced—is for example the importance of
visuals (D5) as important as to prevent misconceptions (D6)? Probably not—
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and even within a category, criteria will be valued differently by different people.
Moreover, categories with many criteria might be overemphasized.

Another question is classification of QFs. QF D6 (Prevent misconceptions)
implicitly emphasizes object-orientation, since this is the application domain for
the evaluation instrument. It might therefore fit better in the category “object-
oriented quality” rather than “didactic quality”. In Figure 6 and Figure 7, we
show the effects of re-categorization of QF D6 as belonging to the object-oriented
quality category instead of the didactical quality category.

Including D6 in the object-oriented quality category has some effect of the
average grade, it makes E3-E5 more equal in average grade. However, the
average standard deviation for E3 and E4 increases. Excluding D6 from the
didactical quality category has only minor effects, probably due to the fact that
this category had the most QFs associated with it and still have five QFs.

We can see that the ranking of the examples changes both when looking at
the total ranking of examples as well as looking at the ranking of the object-
oriented quality and didactical quality respectively. As an example, E2 and
E4 goes from being the lowest ranked examples to be ranked in the middle of
the examples when concerning didactical quality when D6 is removed from that
category.
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Figure 6: Effects of categorization of QF D6 as belonging to the object-oriented
quality category (to the right) as compared to categorization of D6 as belonging
to the didactical quality category (to the left) on average grades and average
standard deviations for the two quality categories.

6.4 Order of Presentation

Textbooks often follow certain patterns for introducing new material, like start-
ing with finished program code that is “dissected” for explanation or explaining
the basic elements before composing them into a program.

Furthermore, complex examples can be presented in two major ways; starting
with either the “whole” or the “parts”. This may (perhaps wrongly) induce a
sense of process: a presentation modeled over a part-whole order brings a sense
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E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 E1 E2 E3 E4 E5
R1 1 5 3 1 4 1 5 4 3 2 2 5 4 1 3
R2 1 4 2 2 5 1 5 3 2 3 1 4 2 3 5
R3 1 2 2 4 5 1 5 2 3 3 1 2 3 5 4
R4 1 5 2 2 4 1 4 4 3 2 1 5 2 4 3
R5 1 4 2 2 5 1 5 2 3 3 1 3 4 2 4
R6 1 4 3 5 2 1 4 2 5 2 1 3 5 3 2

Overall 
ranking 1 4 2 3 5 1 5 3 4 2 1 5 3 2 4

E1 E2 E3 E4 E5 E1 E2 E3 E4 E5 E1 E2 E3 E4 E5
R1 1 5 4 2 3 1 5 4 2 2 2 5 4 1 2
R2 1 4 3 2 5 1 5 3 2 4 1 2 3 4 5
R3 1 3 2 4 5 1 5 2 3 3 1 2 3 5 4
R4 1 5 3 2 4 1 5 4 3 2 1 5 2 4 3
R5 1 4 2 3 5 1 5 2 2 4 1 2 4 2 4
R6 1 4 2 5 3 1 4 3 5 2 1 4 5 3 2

Overall 
ranking 1 4 2 3 4 1 5 4 2 2 1 3 5 2 3

Ranking only OO-qualities Ranking only D-qualitiesTotal ranking of examples

Total ranking of examples, 
moving D6 to OO-qualities

Ranking only OO-qualities, 
including D6

Ranking only D-qualities, 
excluding D6

Figure 7: The resulting ranking when including D6 in the object-oriented quality
category instead of the didactical quality category.

of bottom-up programming while a whole-part order points towards top-down
programming.

Describing and showing the process is important and can be done in different
ways. Our instrument captures process in a single general QF (D2). It does not
take side for one type of process or presentation or the other.

6.5 Properties of QFs

In Section 4.2, a number of desired properties are stated for the quality factors.
In this section, we discuss to what extent they have achieved in the current
version of the instrument.

1. Each QF is based on accepted principles, guidelines, and rules. A-
greement on desirable characteristics was high among the developers.

2. Each QF is easy to understand. As discussed in Subsections 5–6.3, def-
inition and interpretation of QFs was sometimes ambiguous.

3. Each QF is easy to evaluate on a Likert-type scale. This worked well
for most of the QFs. Maybe the most difficult QF is D5 (Visuals). What
constitutes “relevant and meaningful visuals” is difficult to grade objec-
tively. Different reviewers have different opinions of when and how visuals
can or should be used to improve an explanation. Adding visuals might
actually impair an otherwise excellent explanation by causing higher cog-
nitive load. I.e., even examples without any visuals at all could get high
grades for visuals (in case there are no relevant and meaningful visuals
that could be added without negative side-effects).

4. There are as few as possible QFs. At present the instrument consists of
eleven QFs, and this seem to be a reasonable number for the practical use
of the instrument. Using fewer QFs would probably make the single QFs
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too course grained.
5. There is as little redundancy as possible. There is some redundancy

and this seem to be unavoidable. QF D6 (Prevent misconceptions), for
example, is closely related to object-orientedness and it might be argued
that this is already covered in category object-oriented quality (see discus-
sion in Subsection 6.3). On the other hand, all QFs have strong didactical
implications.

6. All QFs are at a comparable level of granularity/importance. This
goal could not be achieved and will probably never be. Importance de-
pends on many factors, for example usage, reviewer experience and pref-
erence etc. Currently, not even the number of factors are the same within
each category. This makes the calculation of an overall grade troublesome.
However, each QF could be easily supported by a weight that could be
adjusted according to reviewer preferences.

7. The set of QFs covers all relevant aspects of “quality”. Taking into ac-
count the CS1-oriented perspective, we have found that the basic charac-
teristics required from an object-oriented example are captured by our list
of QFs. Our evaluation instrument provides an additional field for “things
that were not fully covered by the checklist". This field was, however,
rarely used by the reviewers. In the few cases it was used, it was used to
emphasize a particularly high or low grade.

8. The set of QFs must be possible to apply to any example. As discussed
in Subsection 6.2, the reviewers had some problems applying QF O2
(Style) to examples that were not considered object-oriented. Despite
that all QFs were applicable to all tested examples. Since our examples
were chosen from representative textbooks following different approaches,
we think there should not be any problems with applicability.

6.6 Validity/Instrument design

In the design of the instrument we did not consider specific pedagogical ap-
proaches that textbooks might take regarding object-orientation (objects-first
vs. objects-late etc.) or example presentation (running examples vs. projects
etc.). The instrument is designed primarily to evaluate examples, not text-
books. It should therefore be possible to evaluate an individual example given a
suitable description/context. The focus of the instrument is on object-oriented
quality and we claim that an example must exhibit high quality independent of
the teaching approach. Textbook examples are often (re)used out of context or
adapted to new contexts; it is therefore important that a good example remains
good, even when used outside its original context (assuming that this context
is removed carefully).

An important design-descision was to keep the instrument small and easy to
use. This meant, among other things, to keep the number of QFs small. One
consequences of this is that the QFs are rather coarse-grained. Fine-grained
checklists are less manageable and it is likely that not all aspects will be appli-
cable to all examples.

It might be argued that we need to lower the bar, since “real-world” applica-
tions and programs do not primarily exhibit the kind of properties targeted by
this instrument. Degenerated classes and methods are actually very prevalent
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in industrial software, see [14] for a thorough study. Are we not supposed to
teach the students the real thing? Keeping in mind the CS1-context, i.e., eval-
uating examples or novices, it is important to focus on the most central issues
of object-orientation. It is our firm belief that novices must learn the basics
correctly, before being able to understand and use exceptions from the general
principles and rules. This point of view is grounded in a large body of work from
the learning sciences, as described in the Introduction of this report. The main
question this instrument should answer is therefore “Is this example suitable for
a novice?”.

It is worth noting that despite several meetings and general consensus on
what constitutes a good example, there are considerable differences in the re-
views, see see Figure 11 in Appendix C. Although reviewer R3 participated only
in our initial meeting, R3 has about the same amount of opposing grades than
the other reviewers (see Table 2). When looking at the frequency of opposing
grades per QF, we can note that reviewer agreement looks much better when
single outliers3 are excluded, see Table 3.

Table 3: Number of times a QF included conflicting grades (see Figure 11 in
Appendix C for the full details).

QF R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

Total 1 1 1 3 1 2 3 4 3 3 3
W/o single outliers 0 1 0 1 1 1 0 2 1 0 3

Generally it can be noted that the agreement of what is “good” is better than
of what is “bad”. Our data is, however, somewhat contaminated by the fact that
the same examples were evaluated twice; before and after the refinement of the
instrument and that the same reviewers did both reviews.

7 Conclusions
In this report, we have described the design and test of an instrument for eval-
uating object-oriented example programs for educational purposes. The design
resulted in three categories of qualities, Technical quality, OO-quality and Di-
dactical quality. Each quality containing a varying number of quality factors.

The instrument was tested by six experienced educators on five examples.
The examples were chosen to be representative of a wide range of examples from
introductory programming textbooks.

Our results show that such an instrument is a useful tool for indicating par-
ticular strengths and weaknesses of example programs. Although only five ex-
amples from introductory programming textbooks were formally evaluated, the
results indicate that there might be large variations regarding object-oriented
and didactic quality of textbook examples. Since example programs play an
important role in learning to program, it would be valuable to formally evaluate
textbook examples at a larger scale.

Note that the same example may score differently depending on the reviewer
as well as the intended audience. This means that the important result of an
evaluation are not the absolute numbers, but the possibility of comparisons

3A QF where only a single grade is opposing the majority.
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between examples. Computing a total score for an example is of less interest
than examining the scores in the three quality categories separately. They can
aid in showing the qualities an example promotes.

The evaluation instrument presented here can not, at this state, be consid-
ered reliable enough for evaluations on a larger scale; inter-rater agreement is
too low. As discussed in Section 6, this problem can be reduced by revising the
quality factors to avoid misunderstandings and, most importantly, developing
detailed rating instructions. Several revisions and testing would be necessary
before a large scale evaluation can take place.

Finally, we believe that an instrument of the kind presented here, is useful
for several reasons. For an individual, it is a way of learning about the qualities
example programs must hold to be successful learning and teaching tools. It
helps in the construction of examples for educational purposes. For the teach-
ing community, it can be a useful tool for evaluating larger bodies of example
programs.
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A Appendix: Brainstorming Results

The brainstorming session resulted in a large number of desirable properties for
“good” object-oriented examples. Below we present the initial list of suggestions,
that finally lead to the definition of three quality categories4 with eleven quality
factors5 used for the instrument.

Suggested items in checklist

• Delimit the examples to those chapters of the book that deal with the 8
quarks ([1])

– Inheritance
– Object
– Class
– Encapsulation
– Method
– Message passing
– Polymorphism
– Abstraction (modeling sense)

• Preamble for each example:

– Where? (book, page, figure, table, you know!)
– What? (domain, purpose)

• Is there a sense of purpose to the topic of the example (beyond syntax)?

– Does it make sense to the target audience?
– Is the domain well-understood?
– Does the math put people off?
– Is the problem artificial / ‘constructed’
– Is example domain consistent with intended audience? (for CS, biol-

ogists, physicists, ...)

• Is there a problem description?
• Is there an analysis?
• Is there a design description?
• Is there a explanation of the implementation?
• Is visual notation used to illustrate problem/design/implementation?
• List the ‘forward references’ to unexplained thingys
• List the new concepts/thingys introduced by the example
• List involved classes, classify as Java library, author lib, part of example.
• Check consistency in:

– Naming
– Coding style (indentation, etc.)
– Design

4Technical quality, Object-oriented quality and Didactical quality
5QF: T1-T3, O1-O2, D1-D6
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– Refactoring (“before” and “after” code) [anti-example: empty default
constructor in one class, not in another (circle example)]

• Are pre/post conditions used?

– Check that methods obey stated pre/post conditions
– List failures

• Are ‘problems’ in the example (perhaps due to concepts/constructs not
introduced yet) mentioned in the explanation? (Problems in a techni-
cal/design related aspect) List them [Tick if they are indeed explained]
Examples:

– math example: use enum instead of char operation,
– use exception throwing instead of returning -1
– account with debt initialized to balance = 0
– program statements without any purpose (circle class empty con-

structor)
– constructor does not fully construct object (ex: invoke ‘init’ after

constructing)

• Are ‘problems’ in early example used as motivation for introducing a better
solution?

• Is naming intuitive and not misleading (example: count in variable for
summations, ‘rad’ in circle != radians)? List non-intuitive examples from
the examples

• Are comments sufficient and meaningful? [Is there a difference between
style in book and on download src.] Guideline: Strategic commenting in
the book, JavaDoc commenting in download src.

• Are objects/classes used that are consistent with problem domain? (anti-
example: use circles for the washers that are really cylinders)

– List inconsistent usage.

• Are provided libraries (re)used consistently (emphasis reuse instead of
writing from scratch) Avoid duplicated code throughout examples. (read-
Double probably copy-pasted reused multiple times)

• Classify object with respect to property X and see if it is used properly,
where X is:

– Mutable/immutable
– Stateless/Statefull
– Attributes are all primitive
– Struct (only set/get) / functional objects /
– behavioral objects (‘meaningful’ behavior wrt. problem domain)
– Interacts with other objects (‘community of agents’)
– Demonstrated usefulness of making multiple instances
– List exceptions

• Classify/count aspects of inheritance usage:

– Only add attributes/get/set methods in subclass
– Polymorphically override ‘interesting’ behavior
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– Just add behavior (not set/get)
– Pure subtyping (only override existing methods, no added methods)
– Superclass is interface/abstract/concrete
– Inheritance used instead of simple parameterization
– Downcasting

• Count examples that are revisited later
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B Appendix: Example Assessments

OO Program Example checklist 
 

By example we refer to a complete description of an example program, i.e., the actual source code plus all supporting 
explanations related to this particular example. 
 

Reviewer: R6 
Textbook: … 
Page/Figure no: E4 
Brief characterization/description of the example (purpose, revisited/revised version?): 
Write two classes, a class Die and a “runnerclass” RollingDice. 
 

General technical quality of code (T1-T3) 
A good example’s code must be technically sound and easy to read Answer1

1. Problem versus implementation. The code is appropriate for the purpose/problem (remember: the solution need not be 
OO, if the purpose/problem does not suggest it). 

5 

Simulation seems appropriate 
2. Content. The code is bug-free and follows general coding guidelines and rules.  

E.g., all semantic information is explicit (e.g., if preconditions and/or invariants are used, they must be stated explicitly; if 
there are dependencies to other classes, they must be stated explicitly, etc.), testing preconditions is a client responsibility, 
objects are constructed in valid states, no code duplication, flexibility, etc. 

4 

A die object has faceValue 1 when created – not part of the declaration. 
3. Style. The code is easy to read and written in a consistent style.  

E.g., well-defined intuitive identifiers, useful (strategic) comments only, consistent naming, commenting, and indenting, etc. 
4 

Comments are used before each method – not in JavaDoc. It is argues that the comments make the source code easier to read 
Object-oriented quality of example (O1-O2) 
A good example must be a valid role model for an object-oriented program 

 

1. Modeling. The example emphasizes OO modeling. 
E.g., emphasizes the notion of OO programs as collections of communicating objects (i.e. objects sending messages to each 
other), suitable units of abstraction/decomposition with well-defined responsibilities on all levels (package, class, method). 

2 

Object communication is only between the main-method and the Die objects. It would have been obvious to include a DieCup class. 
2. Style. The code adheres to accepted OO design principles. 

E.g., proper encapsulation/information hiding, Law of Demeter (no inappropriate intimacy), no subclassing for 
parameterization, etc. 

3 

The roll-method both rolls and returns the value. 
Didactic quality (D1-D6) 
A good example must be easy to understand, promote “OO thinking” and emphasize programming as a process 

 

1. Sense of purpose. Students can relate to the example’s domain and computer programming seems a relevant approach to 
solve the problem. (In contrast to, e.g., washers which are only relevant to engineers, if the concept or word is at all known 
to students outside the domain (or English-speaking countries)) 

4 

GPA is not known outside US (only part of the explanation not the actual example). 
2. Process. An appropriate programming process is followed/described. 

E.g., problem stated and analyzed, design, coding, debugging, testing (constrained by the learning focus) 
2 

No arguments, discussion of the design. 
3. Breadth. The example is focused on a small coherent set of new issues/topics.  

It is not overloaded with new “stuff” or things introduced “by the way”. Students’ attention must not be distracted by 
irrelevant details or auxiliary concepts/ideas; they must be able to get the point of the example and not miss “the forest for 
the trees”. (In contrast to, e.g., explaining JavaDoc in detail when actual topic is introducing classes) 

4 

A discussion of several classes in one physical file seems inappropriate. 
4. Detail. The example is at a suitable level of abstraction for a student at the expected level and likely understandable by such 

a student (avoid irrelevant detail). (In contrast to, e.g., when an example wants to describe the concept of state of objects, 
but winds up detailing memory layout in the JVM) 

5 

 
5. Visuals. The explanation is supported by relevant and meaningful visuals. 

E.g., use visuals to explain primitive versus class-based object references to explain the code. (In contrast to, e.g., showing a 
general UML diagram as an after-thought without relating to the actual example) 

5 

Many relevant visuals – both UML diagram (even though it comes as an after thought) and others. 
6. Prevent misconceptions. The example illustrates (reinforces) fundamental OO concepts/issues. Precautions are taken to 

prevent students from drawing inappropriate conclusions. E.g., multiple instances of at least one class (to highlight the 
difference between classes and objects), not just “dumb” data-objects (with only setters and getters), show both primitive 
attributes and class-based attributes, methods with non-trivial behavior, dynamic object creation, etc. 

2 

The main methods call the roll method of the Die, but the return value is ignored. Does the student know that the toString-method is 
automatically called in println? 
 

Additional comments. Notable things that were not fully covered by the checklist: 
 
 

1 On a five point Likert-scale; 1=strongly disagree, 2=disagree, 3=neutral, 4=agree, 5=strongly agree. 

Figure 8: Example of a filled-in review form for example E4 and reviewer R6.
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Reviewer: R1–R6 
Textbook: … 
Page/Figure no: E3 
Brief characterization/description of the example (purpose, revisited/revised version?): 
A single class Student. No other classes using it. 
• • •  
Object-oriented quality of example (O1-O2) 
A good example must be a valid role model for an object-oriented program  

1. Problem versus implementation. The code is appropriate for the purpose/problem (remember: the solution need not be 
OO, if the purpose/problem does not suggest it). 

 

R1: It is only one class with no test/run-class. There is no creation of an object in the program… 
Only simple assignments and string concatenation 
There are only getters and setters (and toString) 

1 

R2:  2 
R3:  4 
R4: A dumb storage class. Just trivial set- and get-methods (one-liners). The class keeps a constant for the number of credits 

necessary to graduate, but this constant is not used; Student objects don’t even handle actual credits (i.e., no 
attributes/methods for that) => not an intuitive design. 

2 

R5: Basically a C struct. No interaction shown. The abstraction is well defined however. 2 
R6: The name could be a class by itself focusing on the (three) parts of a name. 3 
• • •  

Figure 9: Example of gradings and comments of all reviewers for quality factor
O1 (Modeling) on example E3.

C Appendix: Assessment data
The following figures summarize all assessment data.

Figure 10 gives a graphical overview over all individual grades for all re-
viewers and all examples. Grades correspond to the answers on a five point
Likert-style scale6. QFs7 with “conflicting” grades, i.e., containing agreements
as well as disagreements, are marked by boxes.

Figure 11 shows the same information as Figure 10 in tabular form with
the grades causing the conflict marked green (grades deviating positively from
the majority) and pink (grades deviating negatively from the majority). The
average grades for each reviewer are shown to the right in the tables. Below
the tables, the average grades and standard deviations for each QF are shown
as well. Standard deviations above 1 are marked in orange. The maximum and
minimum average grades are marked green (maximum) and pink (minimum),
respectively.

In Figure 12, the average grade and standard deviation are show for each of
the QFs in each example. Included in the figure is also a plot of the average for
all examples.

61 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree.
7QF = quality factors T1–T3, O1–O2, and D1–D6.
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Figure 10: Graphical overview over all individual grades for all examples.
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E1 T1 T2 T3 O1 O2 D1 D2 D3 D4 D5 D6 AVG
R1 5 4 4 5 5 5 4 2 5 5 5 4,45
R2 5 5 5 4 5 5 4 4 5 5 5 4,73
R3 5 5 5 5 5 5 5 5 5 5 5 5,00
R4 5 5 5 5 5 5 5 4 5 5 5 4,91
R5 5 4 5 5 5 5 3 2 4 5 5 4,36
R6 5 4 4 5 5 5 4 4 5 5 5 4,64
Avg. 5,00 4,50 4,67 4,83 5,00 5,00 4,17 3,50 4,83 5,00 5,00 4,68
Std. dev. 0,00 0,55 0,52 0,41 0,00 0,00 0,75 1,22 0,41 0,00 0,00 0,35

E2 T1 T2 T3 O1 O2 D1 D2 D3 D4 D5 D6 AVG
R1 5 5 4 1 1 5 2 3 5 2 1 3,09
R2 5 5 5 1 1 5 3 5 5 4 1 3,64
R3 5 5 5 1 1 5 5 5 5 4 1 3,82
R4 5 5 5 2 4 3 2 1 2 4 2 3,18
R5 4 4 4 1 4 2 2 4 4 4 1 3,09
R6 5 5 4 2 5 2 3 4 5 5 3 3,91
Avg. 4,83 4,83 4,50 1,33 2,67 3,67 2,83 3,67 4,33 3,83 1,50 3,45
Std. dev. 0,41 0,41 0,55 0,52 1,86 1,51 1,17 1,51 1,21 0,98 0,84 1,00

E3 T1 T2 T3 O1 O2 D1 D2 D3 D4 D5 D6 AVG
R1 5 4 5 1 5 5 2 5 5 2 5 4,00
R2 4 5 5 2 4 5 3 5 5 3 5 4,18
R3 4 5 5 4 4 4 3 4 5 2 2 3,82
R4 4 5 5 2 4 5 4 5 5 4 3 4,18
R5 5 4 5 2 5 4 2 3 4 1 2 3,36
R6 5 5 5 3 5 4 2 4 5 3 3 4,00
Avg. 4,50 4,67 5,00 2,33 4,50 4,50 2,67 4,33 4,83 2,50 3,33 3,92
Std. dev. 0,55 0,52 0,00 1,03 0,55 0,55 0,82 0,82 0,41 1,05 1,37 0,70

E4 T1 T2 T3 O1 O2 D1 D2 D3 D4 D5 D6 AVG
R1 5 4 5 4 4 5 3 4 5 5 5 4,45
R2 5 5 5 3 4 5 1 4 4 5 5 4,18
R3 3 4 5 2 4 3 1 1 2 2 2 2,64
R4 5 5 5 3 5 5 2 4 5 3 4 4,18
R5 3 4 5 3 3 3 2 4 4 3 3 3,36
R6 5 4 4 2 3 4 2 4 5 5 2 3,64
Avg. 4,33 4,33 4,83 2,83 3,83 4,17 1,83 3,50 4,17 3,83 3,50 3,74
Std. dev. 1,03 0,52 0,41 0,75 0,75 0,98 0,75 1,22 1,17 1,33 1,38 0,94

E5 T1 T2 T3 O1 O2 D1 D2 D3 D4 D5 D6 AVG
R1 5 4 3 4 5 5 5 4 4 3 4 4,18
R2 5 4 4 1 5 5 2 1 3 2 2 3,09
R3 2 3 4 2 4 4 3 1 2 1 2 2,55
R4 3 1 5 5 4 4 5 4 4 3 4 3,82
R5 4 1 2 2 4 1 5 4 2 2 2 2,64
R6 5 3 4 3 5 5 4 4 5 3 4 4,09
Avg. 4,00 2,67 3,67 2,83 4,50 4,00 4,00 3,00 3,33 2,33 3,00 3,39
Std. dev. 1,26 1,37 1,03 1,47 0,55 1,55 1,26 1,55 1,21 0,82 1,10 1,20

Figure 11: All grades given by reviewers R1–R6 for the examples E1–E5.
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